Lisa Wernet, Sebastian Rust, Silas Gerock, Tobias Meuser, Bjorn Scheuermann. "QUICUP: Secure User Plane Tunneling for Cellular
Networks.”
In: Proceedings of the 50th Annual IEEE Conference on Local Computer Networks (LCN). 2025, pp. 1-9.

QUICUP: Secure User Plane Tunneling for Cellular
Networks

Lisa Wernet, Sebastian Rust, Silas Gerock, Tobias Meuser, Bjorn Scheuermann
Communication Networks Lab, Technical University of Darmstadt
{firstname.lastname } @tu-darmstadt.de

Abstract—Integrating new services and applications like edge
computing in current and future generations of cellular networks
leads to new challenges regarding the security and privacy of user
plane traffic. The GPRS Tunneling Protocol in the user plane (GTP-
U) was first introduced within 2G networks and is still used in
5G and beyond cellular networks. This protocol lacks integrated
security mechanisms such as tunnel endpoint authentication or
integrity validation of encapsulated user data and depends on
deployment of IPSec and implementation-specific validation proce-
dures to attain baseline security guarantees. Furthermore, GTP-U
provides limited extensibility, hindering advanced transport layer
optimizations necessary for modern network demands.

In this paper, we propose QUICUP, a novel tunneling solution for
GTP-U traffic based on QUIC. QUIC enhances web communica-
tion through integrated application-layer encryption which enables
strong binding to user sessions and significantly reduces the attack
surface on shared network infrastructure.

Our research presents a mapping between GTP-U and QUICUP,
and the prototypical implementation within a 5G core network
demonstrates QUIC’s capability to effectively replace GTP-U as
a tunneling protocol in mobile networks. Ultimately, the proposed
transition aligns with ongoing industry movements toward protocol
modernization and to better accommodate security and privacy
within mobile networks.

Index Terms—Connection Authentication, UP
QUIC, 6G, GTP-U

Authenticity,

I. INTRODUCTION

In 2024, the FBI actively promoted end-to-end encryption
when using mobile networks after it became known that attackers
were exploiting lawful interception interfaces to spy on data
traffic [1]. It is well established that the requirements for lawful
interception knowingly create a backdoor. While traffic between
User Equipment (UE) and Next generation Node B (gNB) is
encrypted, the protocol used in the user plane between gNB
and core network for (de-)multiplexing, i.e., GPRS Tunneling
Protocol — User Plane (GTP-U), offers no authentication or
encryption. Instead, this protocol should only be used in secure
private networks to prevent direct attacks on GTP-U. Providers
shift the responsibility to users by expecting user traffic to be
end-to-end encrypted. Against this backdrop, the developments
through which more and more members of third parties are
being integrated into the infrastructure of Mobile Network Op-
erators (MNOs) appear particularly interesting. Together with
the increasing decentralization of mobile networks and the
advancing development of new user groups in the industry, e.g.,
for dedicated campus networks or edge computing applications,

other stakeholders besides the network provider are able to gain
access to network components of the user plane. Thus, preventing
unauthorized access to the user plane is becoming increasingly
complex. In addition, virtualization and cloudification of network
functions are used to optimize adaptation to the current work-
load and to dynamic user requirements. Modern protocols are
therefore required to adapt dynamically to changing routes, e.g.
through connection migration.

Detecting ongoing attacks by an attacker within the infrastruc-
ture of third parties is difficult. Preventing such attacks without
disrupting valid traffic is even more challenging. The current
solution is not suitable because it does not support a fine granular
access control to user traffic and an adaptive management of
tunnels. Hence, we propose QUICUP, a tunneling protocol based
on QUIC for the User Plane (UP) of cellular networks. The
contributions in this paper are summarized as follows:

o We present our QUIC based solution for user plane tunnels
on N3 and NO interfaces of 5G only networks.

o We look into existing vulnerabilities of GTP-U and analyze
how QUICUP overcomes those threats.

e We discuss the existing protocol GTP-U and show the
mapping between GTP-U and QUICUP.

II. USER PLANE TUNNELING IN 5G NETWORKS

The 5G network consists of the Next generation Node B
(gNB) and the 5G core network, which in turn can consist of
more than 30 Virtualized Network Functions (VNFs). Figure 1
shows a simplified representation of the network, in which the
User Equipment (UE) connects to the gNB via the air interface.
The different network interfaces use a variety of protocols. One
important protocol in cellular networks is the GPRS Tunneling
Protocol (GTP). GTP comprises three different IP-based proto-
cols, i.e., GTP-C in the control plane, GTP-U in the user plane
and GTP’ for the transport of charging data. GTP-C is mainly
used to manage data associated with user sessions in different
network nodes. In 5G networks, GTP-C has been replaced by the
Packet Forwarding Control Protocol (PFCP). GTP-U is a simple
tunneling protocol to transport user data between network nodes.
All three protocols share a common header structure where the
respective protocol type is determined by three header fields, i.e.,
version, protocol type and message type. In this paper, we focus
on GTP-U.
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Fig. 1: Overview of the 5G network architecture highlighting the core network
components with its network functions (NFs), and the end-to-end data path from
the User Equipment (UE) via the gNB and the User Plane Function (UPF) to
external networks such as the Internet.

After the successful registration in the core network, the UE
requests one or more Protocol Data Unit (PDU) sessions. PDU
sessions provide end-to-end connectivity between the UE and the
Data Network (DN). Figure 2 depicts the protocol stack of the 5G
user plane. Between the UE and the gNB, user traffic is sent over-
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Fig. 2: 5G protocol stack in the user plane.

the-air and uses the same path as control plane traffic. On the N3
interface between the gNB and the User Plane Function (UPF)
and on the N9 interface between two connected UPFs, each PDU
session is associated with a pair of GTP-U tunnels, one tunnel
in upstream and one in downstream direction. During session
establishment, each receiving tunnel endpoint generates a unique
Tunnel Endpoint Identifier (TEID) [2]. These values are then
exchanged between the gNB and the core network via control
plane protocols. The sending tunnel endpoint encapsulates a
packet with a GTP-U header containing the respective TEID
and transmits the packet using User Datagram Protocol (UDP)
as transport protocol. The receiving tunnel endpoint parses the
GTP-U header, removes the outer headers and processes the
inner packet. A UPF connected to the DN via the N6 interface
acts as PDU Session Anchor (PSA). It terminates the PDU
layer between UE and 5G core network and is responsible
for the mapping between a PDU session and the allocated IP
address/ prefix.

A. Dissecting the GTP-U Header

GTP-U is crucial for maintaining PDU sessions that provide
end-to-end connectivity between the UE and the PSA UPF. The
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Fig. 3: GTP-U Header

(a) GTP Header

GTP header shown in Figure 3a is the common structure for
GTP-C, GTP-U and GTP’. Grey fields hold the same values for
all GTP-U packets that carry user data and are set as follows:
GTP-U is only specified for GTPvl and thus the Version is
always set to 1. The next bit specifies the Protocol Type
(PT), i.e., either O for GTP’ or 1 for GTP. () is a spare bit and
is set to 0. The Extension Header flag (E) indicates
the existence of an extension header. A GTP-U packet that carries
user data needs at least one extension header of the type PDU
Session Container and thus, this flag is set to 1, too. If
there are several extension headers, the first extension header
is always the PDU Session Container and so, the Next
Extension Header Typeissetto 1000 0101. Also, the
Message Type is set to G-PDU to indicate the presence of a
PDU Session Container. The N-PDU Number field is optional
and its presence is indicated by the N-PDU Number Flag
(PN). It is not used in 5G networks and so, PN is set to 0.
The Sequence Number field is optional for G-PDUs. It is
used for Inter-RAT Handover scenarios, e.g. a handover from a
5G network to a 4G network. Thus, for our 5G only scenario the
corresponding Sequence Number Flag (S) issetto0and
the Sequence Number field itself does not exist. The remaining
fields are not fixed. The Length field contains the length
of the payload in bytes following the mandatory part (first 8
octets) of this header. The Tunnel Endpoint Identifier
(TEID) is used to identify the PDP context in the receiving
tunnel endpoint node.

The extension header starts directly after the GTP Header. The
first octet is the Length of the extension header. It is followed
by the extension header content with a variable length. The
last field consists of the Next Extension Header Type.
An extension header of the type PDU Session Container
is shown in Figure 3b. The content of this container is either
a Downlink PDU Session Information (PDU Type
0) frame or an Uplink PDU Session Information
(PDU Type 1) [3]. Both container types are used to transmit
PDU session information, for example the QoS Flow Identifier
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(QFI) or different time stamps for monitoring purposes. If there
is no further extension header, this header is then followed by
the user payload.

B. Security Mechanisms for GTP-U Traffic

The security architecture for the control plane of cellular
networks is based on the assumption that every part of the
network belongs to a security domain and every security domain
belongs to a single network provider [4]. It is explicitely stated
that only GTP-C traffic needs to be protected by IPSec and
that user traffic itself should be end-to-end encrypted, i.e.,
between the user device and the destination in a data network.
Nevertheless, another 3GPP document [5] states explicitely that
IPSec is mandatory for GTP-U over the the N3 interface while
providers are allowed to use security gateways to terminate IPSec
tunnels on the side of the core network. In addition, there are
also recommendations from IETF, ITU and GSMA for the usage
of security mechanisms like IPSec or Transport Layer Security
(TLS) in the user plane to protect user traffic [6], [7].

IPSec policies can be used to decide which traffic should be
encrypted, bypassed without encryption, or blocked. IPSec is
located at the network layer and policies defined in the Security
Policy Database (SPD) are based on source and destination
IPs, protocols, and ports. When an IPsec policy permits the
transmission of GTP-U packets between a source and destination
host, it typically does not enforce additional safeguards against
protocol-specific attacks targeting GTP-U. This limitation be-
comes increasingly significant in the context of decentralized
cellular core networks and the deployment of edge services,
where the proliferation of distributed endpoints broadens the
potential attack surface. To mitigate these risks, specialized
GTP firewalls are employed to restrict unauthorized access and
defend against a wide range of threats across all GTP protocol
variants, including GTP-U. These firewalls frequently leverage
Deep Packet Inspection (DPI) techniques to detect malicious
traffic patterns, protocol anomalies, and non-compliant GTP
messages.

III. RELATED WORK

Over the years, numerous proposals have emerged to replace
GPRS Tunneling Protocol — User Plane (GTP-U) with alternative
tunneling protocols, addressing security risks that GTP-U was
not originally designed to mitigate. In the following, we present
alternative tunneling protocols along with a selection of identified
attacks targeting GTP-U.

A. Alternative Tunneling Protocols

In 2019, 3GPP finished a case study to determine if Segment
Routing with IPv6 (SRv6) could be used to replace GTP-U in
the user plane of 5G networks [8]. The main incentive was to
enable advanced routing on the N9 interface between User Plane
Functions (UPFs) and to enhance network slicing in the trans-
port network. Since the responsible workgroup decided to not
standardize the usage of SRv6 without GTP-U in the user plane

of mobile networks, related work focuses on the coexistence and
efficient transitions between the two protocols [9]-[11].

Gebert and Wich compared several protocols in the context
of industrial 5G networks for real time applications [12]. They
compare two Ethernet based alternatives to two IP based user
plane protocols and based on the special requirements for deter-
ministic traffic, they recommend the usage of Provider Backbone
Bridging instead of GTP-U for industrial settings.

Multiplexed Application Substrate over QUIC Encryption
(MASQUE) [13] is a protocol framework developed by the IETF
to enhance internet communication by enabling the tunneling
of various network traffic types, such as UDP, IP, and even
QUIC itself, through HTTP/3 connections over QUIC. MASQUE
builds upon the established HTTP CONNECT method, tradi-
tionally used for proxy support when supported by servers,
and significantly expands its capabilities through CONNECT-
IP and CONNECT-UDP extensions. These extensions facilitate
proxying of unreliable traffic, such as UDP datagrams or raw
IP packets. Central to MASQUE’s capabilities is the use of
HTTP datagrams [14], enabling the transmission of unreliable
data within HTTP/3 connections. However, MASQUE is missing
capabilities that GTP-U and QUICUP provide, such as seamless
session handover and session continuity.

Wireguard is a VPN protocol, which is designed to transmit
IP packets via UDP datagrams [15]. It is integrated in the
Linux kernel and has gained popularity as a general-purpose
encrypted transmission, due to its simplicity and security. How-
ever, as with MASQUIE, it lacks features concerning the seamless
session handover and session continuity. Additionally, applying
WireGuard to GTP-U scenarios, which involve creating overlay
connections between Next generation Node B (gNB) and UPF,
would still face the same problems that GPT-U has in regards
to traffic authenticity, because the wireguard tunnel cannot be
tightly bound to a specific Tunnel Endpoint Identifier (TEID).

B. Vulnerabilities in GTP

The GPRS Tunneling Protocol (GTP) was first used within 2G
networks. Vulnerabilities and possible attacks on the protocol are
known for all network generations [6], [16]-[18]. A distinction
can be made between attacks on GPRS Tunneling Protocol
— Control Plane (GTP-C) and attacks on GTP-U. Attacks on
GTP-C focus on manipulating session control, while attacks
on GTP-U concern data transport and user data manipulation.
We focus on previous research exploiting vulnerabilities that
are possible due to the lack of mechanisms for authentication
between GTP endpoints, integrity protection and encryption
within the protocol.

1) GTP-in-GTP: A malicious User Equipment (UE) sends a
GTP packet to the mobile network. The GTP packet is treated
as normal payload and thus, it is encapsulated within a GTP-U
packet. If the inner packet is a GTP-C packet, adversaries can
execute a range of attacks like scanning for internal network
infrastructure, enabling unauthorized allocation, modification, or
deletion of PDP session contexts [16]-[20]. These activities may
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result in resource exhaustion, and disruption of data services for
authorized users. Park et al. describe a similar attack targeted on
5G networks in which the inner packet is a Packet Forwarding
Control Protocol (PFCP) packet [21]. Salim, a researcher from
Trend Micro identified a vulnerability in a 5G core imple-
mentation by crafting and sending a malformed GTP-U packet
that resulted in a denial of service (DoS) of the UPF 0 [22].
Mitigation strategies involve discarding user traffic identified as
GTP or PFCP, and restricting the use of core network protocols
exclusively to authenticated and authorized peers.

2) Exposed GTP Endpoints: If a GTP endpoint is exposed
to the internet, an attacker can directly send GTP packets from
outside the mobile network to this endpoint. The attacker either
targets the network infrastructure or relays malicious traffic
through the mobile network to connected user devices [16], [17],
[19], [20]. In 2023, Trend Micro identified more than 150 000
GTP interfaces exposed to the internet [23]. Identification of
GTP endpoints is performed by transmitting GTP Echo Request
messages and analyzing the received responses [20]. Endpoint
authentication can effectively mitigate scanning activities and
prevent subsequent attacks that exploit discovered GTP end-
points.

3) Adversary-in-the-Middle Attacks: Many researchers have
only looked at attacks originating from outside the network,
i.e., from UEs or servers in the data network. With the rise of
verticals like V2X or Industry 4.0 in 5G networks, it is likely
that more stakeholders with different policies regarding trust
gain access to network infrastructure [24]. This increases the
attack surface as a whole. Mahyoub et al. [6] assess existing
vulnerabilities of GTP-U on the N3 and N9 interface of 5G net-
works using the STRIDE model [25]. They state that an attacker
with access to network infrastructure may intercept or modify
user traffic. This enables an adversary to gain unauthorized
access to sensitive user information and may compromise the
confidentiality and integrity of communications between the user
and the intended recipient. Furthermore, the injection or replay
of traffic can result in fraudulent charging, potentially leading to
overbilling of users. In 2000, 3GPP proposed for the first time
to secure GTP with the help of IPSec [26]. It was emphasized
that this would not require any changes to GTP. In 5G networks,
several new security measures have been introduced to mitigate
GTP vulnerabilities that were already present in 2G, 3G, and
4G networks [5]. For GTP-C, those measures include certificate-
based authentication of core network functions and mandatory
encryption. In roaming scenarios, the Security Edge Protection
Proxy (SEPP) encrypts GTP-C traffic between different operators
and ensures message integrity and authentication. In addition,
slicing allows the application of specific firewall rules for each
slice to enhance the security of GTP. Even when IPsec is
employed, a tunnel endpoint may forward GTP-U traffic without
being the legitimate anchor for the associated user session. To
mitigate this risk, mandatory filtering of GTP-U packets at the
UPF is implemented to ensure that only authorized and session-
relevant traffic is processed [5].

IV. SYSTEM OVERVIEW

Cooperation of Mobile Network Operators (MNOs) is widely
used for commercial and environmental reasons. Commonly
known techniques like roaming agreements and shared usage of
masts enhance connectivity and availability of network services.
To improve network coverage, different MNOs can also share
network infrastructure. Additionally, new technologies, such as
Multi-Access Edge Computing (MEC) and the increasing virtu-
alization of network functions, mean that other parties besides
MNOs also have access to nodes within the 5G network.

We consider a 5G network where besides the responsible
MNO multiple other stakeholders have access to network in-
frastructure as shown in Figure 4. Scenario (i) shows a private
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Fig. 4: Overview of the 5G network. Resources from third parties are marked in
yellow. Data paths using GTP-U tunnels are marked in blue.

campus network where the Next generation Node B (gNB) is de-
ployed on the factory site. Scenario (ii) integrates MEC services
from a third party. Those services share the physical connection
between the gNB and the User Plane Function (UPF) in the core
network. In scenario (iii), several network provider use the same
gNB to serve their customers, known as active network sharing
[27], [28]. All gNBs are connected to a cloud-native 5G core
network running on infrastructure of a cloud service provider.
In summary, this means that various stakeholders have access
to tunnel endpoints to forward encapsulated user traffic using
the transport network between gNBs and the 5G core network.
As described in Section II-B, encryption and integrity protection
of Data Radio Bearers (DRBs) between User Equipments (UEs)
and gNBs is mandatory. Following the guidelines of 3GPP, the
user traffic on the N3 and N9 interface is secured by IPSec.
The encapsulation of user payload within GPRS Tunneling
Protocol — User Plane (GTP-U) headers is functionally decoupled
from the subsequent encapsulation and encryption of GTP-U
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Fig. 5: Structure of the QUIC Header.

(b) Datagram Frame.

packets using IPsec. In deployment scenarios involving multiple
stakeholders, the use of IPsec following GTP-U encapsulation
may be insufficient to ensure the authenticity, integrity, and
confidentiality of user plane traffic. This architectural separation
undermines security guarantees in the user plane. Consequently,
additional verification mechanisms are required upon reception
of a GTP-U packet to confirm that the originating node was
authorized to handle and transmit user traffic for the Protocol
Data Unit (PDU) session identified by the Tunnel Endpoint
Identifier (TEID) in the GTP-U header.

V. QUICUP

We propose QUICUP, a secure tunneling protocol for the user
plane of future mobile networks based on QUIC. QUIC is a
UDP based transport protocol between two endpoints [29]. QUIC
packets are encrypted by default using Transport Layer Security
(TLS) 1.3. With QUICUP, we bind the encapsulation procedure
to the authentication and encryption of user traffic and thus,
we leverage security-by-design in the user plane. Additionally,
the protocol supports multiplexing of several streams over one
connection and connection migration to a new client IP address
which offers the necessary flexibility for user mobility.

A. Dissecting QUIC

In general, QUIC uses two different types of headers: The long
header is primarily used during connection establishment, includ-
ing the exchange of cryptographic and transport handshake mes-
sages, as well as version negotiation. The short (see Figure 5a)
header is used for 1-RTT packets after the cryptographic keys
are set. The first octet of the short header consists of six differ-
ent flags: Header Form (HF), Fixed Bit (FB), Spin
Bit, two bits as Reserved Bits, Key Phase and two bits
for Packet Number Length (P). The next field contains
the Destination Connection Identifier (DCID).
Connection IDs are initially proposed by the client in the
INITIAL packet during the handshake. Each connection uses
distinct Connection IDs for each endpoint. The server adopts the

client’s proposed DCID to identify incoming packets, and uses
the Source Connection ID when sending responses back on the
same connection. Importantly, each endpoint is free to change
its own Connection ID at any time during the connection. The
Packet Number has a variable length of one to four bytes
and its length is given in the P field.

To minimize the amount of meta data in the packet header,
QUIC uses several different frame types to carry information
for connection management, e.g., ACK frames, PING frames
or CONNECTION_CLOSE frames [29]. QUIC employs session
tickets to facilitate O-RTT and 1-RTT connection resumption,
thereby optimizing performance by eliminating the need for
full cryptographic handshakes during subsequent connections
between the same client and server. The lifetime of session
tickets is defined by the server during the initial handshake. Ef-
ficient resumption mechanisms contribute to improved recovery
from network disruptions and play a critical role in supporting
seamless connection migration. The payload of a QUIC packet
consists of one or more frames, either control frames or frames
that carry application data.

During packet construction, the Authenticated Encryption with
Associated Data (AEAD) function processes the packet header
as associated data and the payload as input [30]. The func-
tion returns the encrypted payload and appends the 16 byte
Authentication Tag. With the usage of the packet header
as associated data, both the payload and the header are integrity-
protected. Then, header protection is applied to encrypt the
Reserved bits, the Key Phase bit, the Packet Number Length
field, and the Packet Number of the short header.

Although originally not designed for this purpose, there are
now several approaches that use QUIC for tunneling scenarios,
specifically the already mentioned MASQUE (see Section III-A).
Those approaches make use of the Datagram extension of
QUIC [31]. While the initial tunnel establishment needs to
be reliable, the transmission of IP packets through the tunnel
needs to be unreliable to avoid problems like the TCP-meltdown
problem [32]. With this extension, application data is sent within
Datagram frames as shown in Figure 5b. Each Datagram
frame starts with the Type field. If the Len bit of this field is
set, it is then followed by the Length field, encoded as variable-
length integer, to indicate the length of the datagram data in
bytes.

B. Translating GTP-U to QUICUP

In the following, we describe the mapping between GTP-
U and QUIC headers. We do not want to replace GTP-C and
GTP’ and thus, we do not need to map those header fields
that are meant to discriminate between different GTP protocols
like Version or Protocol Type as described in Section II-A.
Instead, we aim to provide the functionality of the GTP-U
protocol but with enhanced security as we bind encryption
and authentication to the application that encapsulates user
traffic. QUICUP uses individual QUIC connections with mutual
authentication for each PDU session. The provisioning and
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GTP-U Message Type Usage QUIC
Echo Request . . . o PING Frame
Echo Response Keep alive, verification of reachability ACK Frame

;‘:)Iif)ﬁocr ::i(lf)(t' B Answer to an unsupported but mandatory Ext. Header
Endpoint received a valid G-PDU

but has no matching PDU session:

a) Error: PDU session was lost

b) Attack: Spoofing attempt

Both cases must be handled by the control plane.

Error Indication

Tunnel Status (optional)  Status information related to a GTP-U tunnel

End Marker
G-PDU

End of the payload stream on a given tunnel
Payload

Version negotiation during connection setup

Valid packets carrying user traffic belong to active connections:

a) Error: PDU session was lost

b) —

Restoration of the PDU session must be handled by the control plane.

Negotiation during connection setup,
various frame types for signalling
CONNECTION_CLOSE Frame
DATAGRAM Frame

TABLE I: Mapping from GTP-U message types to QUIC frames or procedures.

management of X.509 certificates and associated private keys
for both client and server entities are orchestrated by the control
plane. The specific operational procedures governing this process
fall outside the scope of this work. Figure 6 shows the overhead
that is induced by the usage of GTP-U in combination with
IPSec in tunnel mode. Thus, the TEID (32 bit) of GTP-U is
mapped to the DCID (up to 64 bit) of QUICUP. As described
in Section II, GTP-U exchanges TEIDs using the control plane
and afterwards, tunnel endpoints can directly transmit user traffic
without additional handshake procedures. Using QUICUP, it is
still possible to use existing methods to assign DCIDs and link
them to established user sessions. For connection setup, QUICUP
uses the QUIC handshake. User traffic is directly encapsulated in
datagram frames. QUIC encrypts the entire payload of its packets
using ciphers and keys established during the handshake [30].
Additionally, it applies header protection to specific header fields
by sampling the encrypted payload and using that data to encrypt
those fields. As a result, an external observer can only see a
limited set of information: the QUIC version, the length field,
and the Connection ID. Notably, the version and length fields
are present only in the long header format, which is primarily
used during the initial handshake. The Connection ID is visible
to support routing and key selection during packet processing,
which is the same reason why the TEID is unencrypted in GPT-
U packets. QUIC employs an AEAD scheme that generates a
16-byte authentication tag over the entire packet, ensuring that
any tampering with the packet is detectable. If a tunnel endpoint
wants to transmit monitoring data, it can use a datagram frame
or even communicate via reliable streams, depending on their
reliability requirements.

A comparison of GTP-U with IPSec and QUICUP is shown
in Table II. Both protocols may use the same ciphers but QUIC
leverages TLS 1.3 for key exchange and encryption, whereas
IPsec uses ESP with IKEv2. QUICUP reduces the header
overhead user plane packets and incorporates key transport
layer features essential for mobile network environments, such
as stream multiplexing and support for seamless connection
migration.

C. Traffic Flow Confidentiality with QUICUP

Traffic analysis attacks are used to reveal patterns and meta-
data even from encrypted traffic. Various techniques exist to
obfuscate traffic patterns, with some approaches tailored to
specific types of network traffic, such as those associated with
IoT devices [36]. IPSec uses the Next Header field to specify
the type of the inner packet. The information in this field is
confidential and thus, it is part of the encrypted ESP trailer.
Also, IPSec provides optional Traffic Flow Confidentiality (TFC)
padding to obscure the size of the payload.

QUIC exposes the DCID field in the packet header to
enable correct routing and packet processing, which at first
glance may appear to make connection tracking trivial. How-
ever, as previously mentioned, QUIC allows each endpoint to
change its own Connection ID during the lifetime of a con-
nection. Such updates are securely communicated to the peer
within the encrypted payload using NEW_CONNECTION_ID and
RETIRE_CONNECTION_ID frames. As a result, these transi-
tions between Connection IDs are not observable to external
parties. So even though the DCID is exposed in the header, its
ability for rotation and unlinkability reduce the effectiveness of
long-term tracking.

To limit traffic analysis based on the size of the sent packets,
Padding [29] frames or dummy packets might alleviate issues,
however their impact might be limited [37], [38]. In addition to
the usage of Padding frames, we propose to multiplex user
data from different users over one QUICUP tunnel to reveal
characteristics of individual user floe. Hence, in this case, we
need an additional identifier to differentiate between datagram
frames from different users sent in one QUICUP packet. This
identifier is then part of the Datagram Data field as suggested
in [31]. The tunnel endpoints are responsible to assign several
user flows to one QUICUP connection in a way that fits to the
existing traffic patterns of these user flows. Exact procedures
and necessary traffic analysis and scheduling for the optimal
placement of user flows in QUICUP connections is outside the
scope of this paper.

of the copyright holder.

The documents distributed by this server have been provided by the contributing authors as a means to ensure timely dissemination of scholarly and technical work on a non-commercial
basis. Copyright and all rights therein are maintained by the authors or by other copyright holders, not withstanding that they have offered their works here electronically. It is understood
that all persons copying this information will adhere to the terms and constraints invoked by each author’s copyright. These works may not be reposted without the explicit permission




Lisa Wernet, Sebastian Rust, Silas Gerock, Tobias Meuser, Bjorn Scheuermann. "QUICUP: Secure User Plane Tunneling for Cellular
Networks.”
In: Proceedings of the 50th Annual IEEE Conference on Local Computer Networks (LCN). 2025, pp. 1-9.

20/40 Byte 8 Byte 16 Byte 20/40 Byte 8 Byte 8 Byte 4 Byte 2 Byte 12 Byte
e ——— — —
IP ESP | ESP UDP |GTP-U| Ext. Header IP Transport Dat ESP | ESP
(IPsec Gateway) | Header [\ (Port 2152) | Header | (PDU Sess. Container) | (Overlay Network) | Protocol Bl Trailer| ICV
1 [ 1
' - Encrypted o
1 g o |
- Authenticated g

(a) Tunneling with GTP-U and IPSec in Tunnel mode results in a minimal overhead of 98 Byte for IPv4 and 138 Byte for IPv6 traffic.
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UDP | QUIC |Datagram Frame|PDU Sess. IP Transport| Authentication
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(b) Tunneling with QUICUP results in a minimal overhead of 62 Byte for IPv4 and 82 Byte for IPv6 traffic.

Fig. 6: Tunneling overhead comparison.

GTP-U + IPSec (Tunnel Mode) QuICUP
OSI Layer Network Layer (Layer 3) Transport Layer (Layer 4)
Encryption Protocol Encapsulating Security Payload (ESP)  TLS 1.3

AES-CBC, AES-GCM, AES-GCM,

Encryption Algorithms ChaCha20-Poly1305

Authentication IKEv2 certificates-based

Connection Establishment IKE negotiation

No
IPv4: 98 Byte,
IPv6: 138 Byte

Multiplexing Support
Header Overhead

Mobility /
Connection Migration to the IPSec tunnel

RFC 4301 [33],

RFC 7296 (IKEv2) [34],

RFC 4303 (ESP) [35]

Protocol Standard

Limited: IP address is tied

ChaCha20-Poly1305

TLS 1.3 mutual authentication
TLS handshake; O-RTT

and fast connection reuse

Yes

IPv4: 62 Byte,

IPv6: 82 Byte

Support for connection migration
and NAT rebinding

RFC 9000 (QUIC) [29],

RFC 9001 (TLS over QUIC) [30],
RFC 9221 (QUIC Datagram Ext.) [31]

TABLE II: Comparison of GTP-U with IPSec and QUICUP.

D. Revisiting GTP Vulnerabilities

In light of the vulnerabilities associated with GTP, we evaluate
the behavior of QUICUP under analogous threat scenarios. In
accordance with the system architecture outlined in Section IV,
legitimate tunnel endpoints establish distinct QUIC connections
for each PDU session, authenticated through pre-configured
certificates. The TLS session secrets associated with a specific
QUICUP connection are exclusively shared between the two
authenticated endpoints, ensuring that no other QUICUP nodes
can intercept or inject valid QUIC packets into the session. This
cryptographic isolation mitigates the vulnerabilities inherent to
GTP, as outlined in Section III-B.

1) GTP-in-GTP: QUICUP connections are exclusively estab-
lished between a gNB and a UPF, or between two UPFs. A
malicious UE does not possess the necessary TLS session secrets
and is therefore incapable of generating valid QUIC packets that
would be accepted by a QUICUP node, such as a UPF.

2) Exposed GTP Endpoints: In the event of a misconfigura-
tion, a QUICUP endpoint may become exposed to the public In-
ternet. An adversary lacking the pre-configured client certificate

is unable to complete the mutual TLS authentication, resulting
in a failed handshake. Furthermore, QUIC packets employing a
short header, e.g. when the attacker uses a spoofed DCID, are
silently discarded by the QUICUP endpoint, in accordance with
QUIC’s security model designed to mitigate amplification and
resource exhaustion attacks.

3) Adversary-in-the-Middle Attacks: An adversary with ac-
cess to the network infrastructure must also possess the corre-
sponding TLS session secrets to successfully intercept or modify
QUICUP traffic. Provided that these cryptographic secrets remain
protected from unauthorized disclosure, the adversary is effec-
tively prevented from performing such actions. The establish-
ment of a QUICUP connection ensures mutual authorization of
the communicating entities to handle user traffic associated with
a specific PDU session, as identified by the DCID. Consequently,
UPFs are not required to independently verify whether the
sender is authorized to process traffic for the corresponding user
session.
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VI. PROOF OF CONCEPT

We demonstrate the feasability of QUICUP by integrating
a QUIC based user plane into an end-to-end 5G testbed, see
Figure 7. The virtual machines (VMs) were deployed on a

VM2

Open5GS

Oeee- gg)
UERANSIM Nl/Nz

N4
(P -

Fig. 7: Testbed setup with QUICUP user plane.

hypervisor operating on an Intel Xeon Gold 6248R processor.
Each VM was configured with 16 CPUs and 16 GB of RAM,
and both instances ran Ubuntu 22.04.5 LTS with the Linux
kernel version 5.15.0-136-generic. We modified the UPF of the
Open5GS 5G core implementation (v2.7.2) [39] running on
VM2 and included a simple QUIC server based on the MsQuic
API (v2.4.8) [40]. UERANSIM (v3.2.7) [41], an open source
simulator for 5G UE and gNBs, running on VM1 establishes
the control plane connection with the core. The QUICUP client
application acts as gNB tunnel endpoint and connects to the
UPF. The corresponding TLS secrets are exported to enable the
decryption of captured packets for subsequent analysis. After
the successful handshake, the client encapsulates packets within
datagram frames and sends them to the UPF. In our experiments,
the QUIC packets carrying the datagram frame also include
padding frames. The UPF decrypts received QUIC packets and
extracts the inner packets. Then, these packets are forwarded
to the destination. This procedure is illustrated in Figure 8, in
which the encapsulated inner packet is an ICMP message. We

Initial, Client Hello

9.9.9.9

Establish Connection

Init., Server Hello, Cert

Cert, Fin

Encapsulate ICMP Packet ‘

Fin, Datagram, Padding

Process Payload

ICMP Echo Request
ICMP Echo Reply

Fig. 8: Experiment setup to determine the UPF latency with QUICUP.

capture ingoing traffic at the N3 interface and outgoing traffic
at the N6 interface to determine the processing time of the
modified UPF. We compare this processing time, i.e. the latency
of the QUICUP based UPF, with the latency of the unmodified
GTP-U based UPF without IPSec, see Figure 9. The median
processing latency observed for QUICUP is 364.72 s, compared

500

400 -

w
o
S

@ o
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g

0 0 0O

o

mean: 341.59 mean: 288.56

[median: 364.72
100 4

[median: 290.42]

min: 168.97 min: 175.54
max: 422.13 max: 396.56
o: 54.05 o: 32.14
0 T T
Quicup GTP-U without IPSec

Protocol

Fig. 9: Relation between protocol type and UPF latency.

to 290.42 s for the GTP-U-based UPF. The broader interquartile
and total whisker ranges associated with QUICUP indicate
increased latency variability relative to GTP-U. Nonetheless,
both protocols demonstrate similar latency magnitudes, despite
the absence of performance optimizations in the QUICUP pro-
totype. Given that the integration of IPsec typically introduces
additional transmission overhead, the proposed approach remains
competitive with respect to latency performance.

VII. CONCLUSION

The integration of heterogeneous stakeholders into beyond
5G mobile network architectures expands the attack surface and
introduces new challenges for securing user plane tunneling be-
tween gNBs and core network components. To promote the adop-
tion of security-by-design principles, we introduce QUICUP, a
QUIC-based tunneling mechanism for the N3 and N9 interfaces.
In contrast to the conventional approach of encapsulating GTP-
U within IPsec in tunnel mode, QUICUP directly links the
authentication to PDU session contexts instead of GTP-U tunnel
endpoints. We provide a comprehensive analysis of the mapping
between GTP-U and QUICUP, demonstrating that QUICUP
effectively mitigates inherent security vulnerabilities of GTP-U.
The practicality of the proposed approach is validated through
a prototypical implementation deployed in an end-to-end 5G
network environment.
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