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Abstract. In recent years, various indoor tracking and localization approaches 
for usage in conjunction with Pervasive Computing systems have been pro-
posed. In a nutshell, three categories of localization methods can be identified, 
namely active marker-based solutions, passive marker-based solutions, and 
marker-free solutions. Both active and passive marker-based solutions require a 
person to carry some type of tagging item in order to function, which, for a mul-
titude of reasons, makes them less favorable than marker-free solutions, which 
are capable of localizing persons without additional accessories. In this work, 
we present a marker-free, camera-based approach for use in typical indoor envi-
ronments that has been designed for reliability and cost-effectiveness. We were 
able to successfully evaluate the system with two persons and initial tests prom-
ise the potential to increase the number of users that can be simultaneously 
tracked even further. 
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1 Introduction 

Reliably localizing and tracking multiple users in smart environments has evolved 
into one of the main challenges of this research area. The knowledge of the users’ 
whereabouts is a central contextual information to an assistive system and oftentimes 
plays a pivotal role when such a system needs to decide, whether it is supposed to act; 
that is, whether it should influence the current state of its environment through its 
actuators. And although simple motion sensors can be used to provide for basic pres-
ence detection, much more sophisticated solutions are required for the concurrent 
localization of multiple people within the same area – or simply to distinguish be-
tween a person’s pet, and herself. 

In recent years, various indoor tracking and localization approaches for usage in 
conjunction with Ambient Intelligence systems have been proposed and there are 
even specific competitions with the intention of comparing the different methods’ 
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performances against one another [1]. We can distinguish three different categories of 
localization methods, namely active marker-based solutions, passive marker-based 
solutions, and marker-free solutions. Both active and passive marker-based solutions 
require a person to carry some type of tagging item in order to function, which, for a 
multitude of reasons, makes them less favorable than marker-free solutions, which are 
capable of localizing persons independently of whether they are carrying additional 
accessories. Examples for approaches from this latter category include capacitive 
sensitive floors [2], using microphones for the detection of subtle noises caused by 
movement [3], and camera-based approaches [4]. The three main criteria that all of 
these localization solutions are judged on are the total costs for providing them for a 
specific area, such as a private apartment, their reliability, and the amount of persons 
that can be tracked and distinguished by them at a time. 

In this work, we present a marker-free, camera-based approach for use in typical 
indoor environments, which allows the reliable localization of multiple persons. The 
system tested is able to successfully track two users in parallel.  

2 Related Work 

Detecting the presence and location of persons has been a research effort for many 
decades and as such, can now be achieved using a variety of technologies. Capacitive 
sensors use oscillating electric fields to measure the properties of an electric field, 
allowing the presence of a human body to be detected. Braun et al. have presented a 
system using electrodes laid out in a grid and hidden under floor covering to detect 
the location of one or more persons [2]. A similar system that integrates necessary 
electronics into a floor layer and communicates wirelessly to a central system has 
been presented by Lauterbach et al. [5]. Both systems furthermore allow the realiza-
tion of additional use cases, such as intrusion detection and fall prevention. 

Walking is creating a certain level of noise that can be picked up by microphones 
and used to infer the location of persons. Most of these systems use time-of-flight 
techniques; that is, calculating the distance of the source by measuring the time re-
quired for the signal to arrive at a specific location and triangulating its position [6]. 
While earlier system relied on speech to recognize sound sources [3], newer and more 
sensitive systems allow the detection of a person from the sound of the person’s foot-
steps [7].  

Another popular method is based on different radio frequency techniques, e.g., by 
measuring signal strength (RSSI) on different receivers and triangulate position [8] 
that require an active token to be worn. A newer approach is using tomography tech-
niques to measure the signal attenuation by human bodies [9] and allows localization 
without wearing active tokens. 

Finally, the method that our work is based on comes from the area of computer vi-
sion and uses different types of cameras [10], depending on visible light or infrared 
depth imaging [11]. Most systems use similar approaches that use background sub-
traction to detect movement in single images or time-series of images to infer the 
position of an object [4].  
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Fig. 3. Software’s main view 

 

 

Fig. 4. Camera properties (left), Statistics (center), Coverage analysis (right) 

The wizards of the software enable us to modify the position and orientation of 
cameras and check on the live camera stream. Once a camera is added, it is also poss-
ible to control the results of the image processing in a dedicated window and indivi-
dually set post-processing parameters, such as white balance and color correction 
(Fig.4. - left). The statistics window as shown in Fig.4 (center) gives an overview of 
available master nodes (mergers) and the load on all available CPU cores as well as 
the number of currently active threads. Finally, the coverage map shown Fig.4 (right) 
displays by color, which areas of the environment are currently covered by cameras, 
and by how many (red indicates blind spots, orange areas are in the view of a single 
camera, yellow areas are surveyed by two cameras, and orange areas are covered by 
at least three cameras). We have found that, as a rule of thumb, a reliable localization 
is achieved for all yellow and green areas (areas covered by at least two cameras).   
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Fig. 5. Before and after camera placement optimization 

An interesting feature of the software related to these areas of coverage is an opti-
mization algorithm for camera placement. Using the camera coverage area as a quali-
ty metric, a genetic algorithm is used to calculate optimal camera positioning. The 
algorithm is optimizing camera placement based on the number of available cameras 
and is considering wall and ceiling positions as an additional restriction.  

The software was created using C# and the .NET runtime environment. For image 
processing, we are using EmguCV1, a .NET wrapper for OpenCV2. This is a compre-
hensive image processing and computer vision library, which already provides many 
of the methods required.  

4 Prototype 

  

Fig. 6. Playstation Eye camera out-of-the-box (left) and hanging upside-down in the custom-
built stand (right) 

                                                           
1 http://www.emgu.com 
2 http://opencv.org/ 
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As indicated before, we have been able to successfully test our prototype system 
(software and hardware setup) for the simultaneous tracking of two persons, using 
four cameras to cover an average-sized living room. By using the camera placement 
optimization algorithm, we positioned the four cameras on different corners of the 
room and thus maximized the area covered by at least three devices. The screenshot 
one can see on Fig. 7 shows the software’s main screen with the apartment’s map on 
the left and one camera’s viewing angle highlighted. The image stream of this se-
lected camera can be seen on the lower right. The frame on the upper right shows the 
persons that are currently tracked by this camera (supported by the feeds delivered by 
the other three cameras). Making use of small markers on the floor, we have been able 
to verify that our system’s distance estimation feature is already fairly precise for 
areas that are covered by at least three cameras (the estimation was rarely more than 
30 cm off the mark). The processing power of the two medium-class PCs we used for 
handling the four camera’s image streams proved to be more than capable for this and 
showed significant reserves. Based on this, we intend to build a new prototype system 
which will use only a single PC for handling four, six or maybe even eight cameras at 
once and which could then be used to monitor an entire small apartment.    

6 Conclusion and Future Work 

In this work, we have presented a system for the indoor localization of multiple per-
sons. Based entirely on affordable hardware and open source software libraries, we 
created a reliable, scalable and versatile solution for tracking up to two users within a 
large indoor area. The hardware costs for the system itself are approximately $100 for 
four cameras, stands and cabling. Because multiple cameras can be attached to a sin-
gle computer (mainly depending on its processing power), the overall costs of the 
system are not dependent on the number of cameras used. So far, we have been able 
to use our system for the tracking of two users in our equipped demonstration area. 
Additionally, we have integrated innovative aspects in the processing pipeline, such 
as camera coverage optimization using genetic algorithms and network analysis. 

Nonetheless, the prototype as presented in this work is merely an intermediate step. 
As future work, we intend to scale up the system to be able to cover entire apartments 
and multiple separated rooms. Also, the identification of specific users as realized in 
its current state is rudimentary at best and requires further testing. As a next step, we 
will thus test different identification features and investigate, how many persons we 
can easily differentiate. In terms of hardware we would like to evaluate different types 
of cameras, such as the Microsoft Kinect for depth imaging, which allows a more 
reliable background subtraction and thus is potentially better suited for scenarios 
where many users are present. Finally, we would also like to test self-organizing net-
works for smart cameras that perform image processing on an included chip and send 
features to each other using wireless communication systems. Self-localization and 
registration are further aspects we would like to explore in this regard. 



 Marker-Free Indoor Localization and Tracking of Multiple Users 357 

 

References 

1. Chessa, S., Knauth, S.: Evaluating AAL Systems Through Competitive Benchmarking. In-
door Localization and Tracking. Springer, Heidelberg (2012) 

2. Braun, A., Heggen, H., Wichert, R.: CapFloor – A Flexible Capacitive Indoor Localization 
System. In: Chessa, S., Knauth, S. (eds.) EvAAL 2011. CCIS, vol. 309, pp. 26–35.  
Springer, Heidelberg (2012) 

3. Sturim, D.E., Brandstein, M.S., Silverman, H.F.: Tracking multiple talkers using micro-
phone-array measurements. IEEE Comput. Soc. Press (1997) 

4. Krumm, J., Harris, S., Meyers, B., Brumitt, B., Hale, M., Shafer, S.: Multi-camera multi-
person tracking for EasyLiving. In: Proceedings Third IEEE International Workshop on 
Visual Surveillance, pp. 3–10. IEEE Comput. Soc. (2000) 

5. Lauterbach, C., Steinhage, A.: SensFloor ® - A Large-area Sensor System Based on 
Printed Textiles Printed Electronics. In: Ambient Assisted Living Congress. VDE Verlag 
(2009) 

6. Brandstein, M.S., Silverman, H.F.: A practical methodology for speech source localization 
with microphone arrays. Computer Speech Language 11, 91–126 (1997) 

7. Guo, Y., Hazas, M.: Localising speech, footsteps and other sounds using resource-
constrained devices. In: 10th International Conference on Information Processing in  
Sensor Networks (IPSN), pp. 330–341 (2011) 

8. Balakrishnan, H.: The Cricket Indoor Location System. Doctoral Dissertation, Massachu-
setts Institute of Technology (2005) 

9. Wilson, J., Patwari, N.: See-Through Walls: Motion Tracking Using Variance-Based Ra-
dio Tomography Networks. IEEE Transactions on Mobile Computing 10, 612–621 (2011) 

10. Lopez de Ipina, D., Mendonça, P.R.S., Hopper, A.: TRIP: A Low-Cost Vision-Based Lo-
cation System for Ubiquitous Computing. Personal and Ubiquitous Computing 6, 206–219 
(2002) 

11. Shotton, J., Fitzgibbon, A., Cook, M., Sharp, T., Finocchio, M., Moore, R., Kipman, A., 
Blake, A.: Real-time human pose recognition in parts from single depth images. In: CVPR 
2011, pp. 1297–1304 (2011) 

rst
Textfeld
The documents distributed by this server have been provided by the contributing authors as a means to ensure timely dissemination of scholarly and technical work on a non-commercial basis. Copyright and all rights therein are maintained by the authors or by other copyright holders, not withstanding that they have offered their works here electronically. It is understood that all persons copying this information will adhere to the terms and constraints invoked by each author's copyright. These works may not be reposted without the explicit permission of the copyright holder.



	Marker-Free Indoor Localization and Tracking of Multiple Users in Smart Environments Using a Camera-Based Approach
	1 Introduction
	2 Related Work
	3 System Design
	3.1 System Requiremen nts
	3.2 Hardware Architec cture
	3.3 Data Processing

	4 Prototype
	5 Evaluation
	6 Conclusion and Future Work
	References




