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Abstract. In this paper we present results from an extensive measure- 
ment study of wireless bandwidth estimation in IEEE 802.11 WLANs 
using the distributed coordination function. We show that a number of 
known iterative probing methods, which are based on the assumption 
of first-come first-serve scheduling, can be expected to report the fair 
bandwidth share of a new flow rather than the available bandwidth. Our 
measurement results confirm this view and we conclude that under the 
current probe gap and probe rate models the fair share can only be 
loosely related to the available bandwidth. Like a few other studies we 
report that packet sizes have a tremendous impact on bandwidth esti- 
mates. Unlike these studies we can. however. show that minor modifica- 
tions to known methods for wired networks, such as Pathload, can solve 
previously indicated limitations of these methods in wireless networks. 

1 Introduction 

The term available bandwidth denotes the portion of the capacity a t  a link or a 
network path that remains unused by present traffic. The idea to  estimate the 
bandwidth of a network path from end-host measurements dates back to  T C P  
congestion control [ll] and packet pair probing [17]. Since tlien the field of avail- 
able bandwidth estirnation has evolved significantly and to date a number of 
estimation methods exists, e.g. [12,10,27,30,26], which are frequeritly used e.g. 
for network management, error diagnostics, overlay routing, and traffic engineer- 
irig. The theoretical underpinnings of bandwidth estimation have been explored 
e.g. in [23,24,22,25] and empirical evaluations can be fo~uid e.g. in [29,30]. 

The task of bandwidth estimation in wireless networks, such as IEEE 802.11 
Wireless LANs, however, has been understood to a much lesser extend. Band- 
width estimation methods, which perforin well in case of wired links, have been 
reported to yield highly unreliable available bandwidth estimates for wireless 
links [9,21,19], hinting a t  a number of specific challenges and Open issues in 
wireless bandwidth estimation. Here, the performance and the quality of service 
of a link depend largely on the characteristics of the shared physical medium and 
the multi-access coordination function. These aspects strongly influence quan- 
tities like delay, loss, and throughput and may result in a high variability of 



available or actually accessible resources. This maltes measurement-based band- 
width estimation in wireless networks a complex and difficult task. 

A few approaches to bandwidth estimation specifically address the charac- 
teristics of wireless networks. Passive methods, which measure existing traffic, 
can take advantage of the wireless broadcast medium and record idle periods to 
estimate the resources that would be available in tlie proximity of a node [20,28]. 
The approach is, however, unreliable in case of hidden stations. Active probing, 
on the other hand, taltes measurements of specific probing traffic at the ingress 
and the egress of the network to infer the available bandwidth of a network path. 
Contrary t o  wired networks a strong impact of packet sizes on bandwidth esti- 
mates has been observed for wireless links [15,16,21,19,6]. Here, the fluid model, 
which is employed by many estimation methods, is clearly violated. Moreover, it 
is noted in [19] that the assumption of First-Come First-Serve (FCFS) schedul- 
ing, whicli is the basis of most active probing methods, may not hold in IEEE 
802.11 WLANs, e.g. due to the Distributed Coordination Function (DCF). 

In this paper we report results from an extensive measurement study of active 
probing metliods to shed light on the issues mentioned above. We conducted 
measurements of an IEEE 802.11g link in ns-2 simulations [4], Emulab [3,31], 
and a highly controlled local wireless testbed that is located in a shielded and 
reflection absorbing measuring room. Based on our measurement results we find 
that the common FCFS model does clearly not hold under the DCF. The DCF 
can (within certain limits) rather be viewed as implementing fair scheduling. 
Based on the fair queuing model we can show that iterative methods that are 
based on the FCFS assumption cari be expected to estimate the fair share of 
a new flow instead of the available bandwidth. Our measurements using the 
methods in Tab. 1 Support the anticipated results. The gathered data reconfirms 
tlie known dependency of bandwidth estimates on the probing packet size. 

The remainder of this paper is organized as follows. In Sect. 2 we review the 
state-of-the-art in available bandwidth estimation. In Sect. 3 we discuss relevant 
characteristics of wireless links and the fair queuing model. In Sect. 4 we show 
our measurement results and in Sect. 5 we present our conclusions. 

2 Methods for Available Bandwidth Estimation 

In this section we discuss the state-of-the-art of available bandwidth estimation 
in wired and wireless networks. We focus on a set of publicly available measure- 
ment tools, See Tab. 1, which are used for measurements in Sect. 4. For related 
empirical evaluations in wired networks See e.g. [29,30]. 

The task of available bandwidth estimation is to infer the portion of the 
capacity of a link or a network path that remains unused by cross-traffic. The 
available bandwidth of a link with index i can be defined as [12] 

ABi(r, t)  = Ci (1 - ui (T, t)) (1) 

where Ci is the capacity and ui E [O,l] is the utilization by cross-traffic in the 
interval [T, t ) .  The available bandwidth of a network path is determined by the 
available bandwidth of tlie tight link as AB(T, t )  = rnini{ABi(r, t ) )  [12]. 



Table 1. Bandwidth estimation methods used in this study 

Probing methodlprobing trafficlInference technique 
Pathload 1121 1 packet trains I iterative 
Pathchirp i27j 

PTR [10] 
WBest (211 

DietTOPP 114) 

packet chirps iterative 
packet pairs direct 
packet trains direct 
packet trains iterative 
packet trains direct 

Active measurement methods inject specific probes into the network and 
estimate the available bandwidth from measurements of the probing traffic at 
the ingress and a t  the egress of the network. The majority of the methods uses 
packet pairs, i.e. two packets sent with a defined spacing in time referred to as 
gap, or packet trains, i.e. a larger number of packets sent at a defined constant 
rate. The rate of a packet train can be converted into a certain spacing of the 
train's packets, showing a direct relation to the gap model of packet pairs. Packet 
chirps [27] are specific packet trains that are sent a t  a geometrically increasing 
rate respectively with a geometrically decreasing gap. 

Many methods use a simplified network model, where cross-traffic is viewed 
as constant rate fluid and the network is abstracted as a single tight link. Under 
these assumptions the available bandwidtli of a network path simplifies to AB = 
C ( l  - U ) .  In addition, FCFS multiplexing is usually assumed, where flows share 
the capacity of a link proportionally to their offered rates. For constant rate 
probes an expression referred to as rate response ciirve 126,231 can be derived as 

Ti  i f r i 5 C - X  - = max 1,- 
T0 

ri+X ( r i ~ h )  ={ lC  , i f r i > c - X  

where ri and r, are the input and oiitput rates of probes respectively and X 
is the input rate of cross-traffic. If X 5 C the available bandwidth follows as 
AB = C - X and otherwise AB = 0. Based on this model the task of available 
bandwidth estimation is to select tlie rate of probing traffic such that (2) can be 
solved for C and X or C - X. While (2) is usually used for packet train probes, an 
equivalent gap response curve can be derived for packet pairs, where the gap g is 
linked to the rate r by the packet size 1 resulting in gi = l/ri and g, = I / T ,  [23]. 

In [13] measurement methods are classified by their inference technique as 
either direct or iterative probing schemes. Direct probing schemes assume that 
the capacity of the link C is known in advance. In this case (2) can be solved 
for the rate of the cross-traffic if the probing rate is larger than the available 
bandwidth. A straightforward choice is to probe with ri = C in which case the 
available bandwidth follows from (2) in rate respectively gap notion as [21,30] 



Spruce, WBest, and IGI are methods that use direct probing. Spruce assumes 
that the capacity is known a priori and immediately applies the gap version of 
(3). WBest provides a two-step algorithm using packet pairs to estimate the link 
capacity and packet trains for available bandwidth estimation based on the rate 
version of (3). IGI uses probing trains with increasing gaps resulting in a more 
complex direct probing formula than (3), for details see [10]. 

Iterative probing rnethods do not require a priori knowledge of the link ca- 
pacity. They employ an iterative procedure witli multiple probing rates aiming 
to locate the turning point of the rate response curve (2), i.e. they seek to find 
the largest probing rate r, such that ri /r ,  = 1. At this point the probing rate 
coincides with the available bandwidth. 

TOPP, DietTOPP, PTR, Pathload, and Pathchirp are iterative probing meth- 
ods. TOPP [26] uses trains of packet pairs with increasing rate and applies (2) 
for available bandwidth estimation. It recursively extends the model to the mul- 
tiple node case and in addition it estimates the capacity from the second linear 
segrnent in (2). Closely related is a simplified version called dietTOPP. PTR is 
a packet train method that iises a gap version of (2). 

Pathload varies the rate of packet trains using a binary search algorithm to 
find tlie largest probing rate that does not cause overload and hence matches 
the available bandwidth. It uses increasing one-way delays as an indication of 
overload. Increasing delays indicate that the input rate exceeds the output rate, 
i.e. r i / r ,  > 1 which clearly shows the relation to (2) [23]. Pathchirp increases 
the probing rate within a single packet train, referred to as a chirp, instead of 
varying the rate of successive packet trains. Like Pathload it detects crossing the 
turning point of the rate response curve from increasing one-way delays. 

Most of the discussed methods have been developed for wired networks while 
WBest and dietTOPP have been suggested by the authors for available band- 
width estimation in wireless networks. Further On, a method called ProbeGap 
has been proposed for bandwidth estimation in broadband access networks [19]. 
The method does not exactly fit into the classification scheme used here. Probe- 
Gap sends out single packets and collects the one-way delays of these probes. 
The fraction of the packets which have a clelay close to Zero are assumed to have 
found an idle channel. This fraction is used to estimate the available bandwidth. 
Besides, passive measiirement approaches can take advantage of the wireless 
broadcast medium [28] or protocol related information [20]. Passive methods 
are, however, not considered within the scope of this study. 

3 Relevant Wireless Link Characteristics 

In this section we discuss relevant characteristics of wireless links that are of 
vital importance for bandwidth estimation. We show how these aspects affect 
current fluid rate arid gap models frorn Sect. 2 and reason wliich quantity we 
expect to be estimated by known methods for bandwidth estimatiori in wireless 
systems. We use the term wireless link meaning a wireless broadcast channel 
with Medium Access Control (MAC) and Radio Link Control (RLC) protocols. 



Fading a n d  interference: As opposed to wired links the characteristics of 
wireless channels are highly variable due to fading. Other potentially hidden sta- 
tions, which may even include stations that implement different radio standards 
using the Same frequency band, create interference on the wireless broadcast 
medium. These effects can cause rapid fluctuations of the signal-to-noise ratio 
and may lead to high bit error rates. Different modulation and coding schemes 
combined with rate adaptation may be used for compensation. As a consequence, 
the capacity and the availability of the channel may vary drastically. 

Contention: In case of wireless multi-access channels, stations share the 
Same medium and contend for access to the channel, often in a fully distributed 
manner. Channel access is controlled by the MAC protocol. Before accessing the 
medium stations listen to the channel to detect nearby transmissions with tlie 
objective of avoiding collisions. This procedure may fail iri case of hidden stations, 
thus recluiring additional protocol mechanisms such as RTS/CTS. The resulting 
behavior of medium access procedures may be largely different if compared to 
FCFS multiplexing a t  a point-to-point link. 

Retransmissions:  Due to frequent packet loss on wireless links, e.g. because 
of fading, interference, or collisions, many standards include an RLC protocol 
that implements an automatic repeat request technique such as stop-and-wait 
ARQ to ensure packet delivery. Link layer retransmissions consume channel ca- 
pacity and lead to increased and varying one-way delays. 

Effects that are due to fading and interference result in a time-mrying channel 
capacity C(t ) .  I t  is straight-forward to adapt the definition of available band- 
width (1) accordingly. The fluid rate and gap models for bandwidth estimation 
(2), (3) assume, however, a constant capacity. This assumption is mirrored by 
the view of cross-traffic as constant rate fluid. 

Our controlled measurement environment eliminates effects that are due to 
fading and interference to a large extend. Protocol-related aspects, however, 
remain to be addressed. In the following subsections we investigate two effects 
of the IEEE 802.11 protocols that have major impact on bandwidth estimation. 

3.1 Pro toco l  Overhead 

We compute the impact of the IEEE 802.11g protocol overhead on the achievable 
throughput. Given packets of size 1 bits the throughput can be determined as 
C = l / g  where g is the gap, i.e. the time between the beginning of two subsequent 
packets transmitted a t  the maximum rate. The gap consists of a number of 
additive including inter frame spacings, the expected backoff time, 
transmission times of the data packet including preamble and header and the 
acknowledgernent, as well as propagation delays which are neglected here. 

Fig. 2 shows the achievable throughput for different packet sizes. The outcome 
of the above model is compared to measurement results from our testbed shown 
in Fig. 1, for details See Sect. 4. We used a single greedy UDP traffic stream that 
is generated with the D-ITG traffic generator [I]. The measured throughput is 
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Fig. 1. Wireless testbed setup. Fig. 2. Achievable throughput. 

averaged over 60 s.  It exhibits a strong dependence on the packet size, as also 
derived for IEEE 802.11b in [8]. 

We conclude that the size of probing packets used by bandwidth estimation 
tools has a large impact on the accuracy of estimates. This aspect is also noted 
in [16,19,21,6]. The fluid rate response model for bandwidth estimation does not 
involve a notion of packets. Using the equivalent gap formulation, an extended 
model that includes the effects of the packet size has been developed iri [16]. 
The conclusion in [16] is none the less that the probing packet size needs to be 
tailored to the application that uses the bandwidth estimates. 

3.2 Distributed Coordination Function 

In this section we investigate how the capacity of IEEE 802.11g links using 
the DCF is allocated to contending flows. The issue is discussed controversially 
in the literature. While [18] showed short-term unfairness of CSMA/CA-based 
WaveLANs a recent study [7] attributes findings of unfairness to early WaveLAN 
cards and reports that current IEEE 802.11 DCF implementations actually ex- 
hibit good short-term fairness. On this account we performed a number of initial 
experiments to explore fairness issues in our shielded testbed. 

Fig. 3 shows the throughput of contending flows at an IEEE 802.11g link. 
Flows have a constant bit rate and are generated using tlie Rude/Crude traffic 
generator [5]. All packets have a constant size of 1500 Bytes. The throughput is 
averaged over 60 s. In Fig. 3(a) two flows contend for the link. Flow 1 has a rate 
of 28 Mbps and the rate of flow 2 is increased from 0 to 28 Mbps in steps of 1 
Mbps after each experiment. Similarly Fig. 3(b) shows the throughput of four 
flows, where the rate of flow 4 is increased. 

The results in Fig. 3 confirm that each flow receives a fair share of the capac- 
ity. Flow 2 in Fig. 3(a) achieves its target throughput whereas the throughput. 
of flow 1 is reduced accordingly until flow 2 reaches 14 Mbps. From this point on 
bot11 flows get a fair share of 14 Mbps regardless of the rate of flow 2. Fig. 3(b) 
confirms this resiilt for four heterogeneous flows. Note that we measured fair 
throughput shares only for flows with homogeneous packet sizes. 
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Fig. 3. Measured throughput of contending flows. Each flow obtains its fair share. 

The fair share f a t  a congested link that is observed in Fig. 3 can be computed 
as the solution of 

where C is the capacity, r k  is the rate of flow k, and n is the number of flows. 
Once f is determined the output rate of flow k follows as min{rk, f}. 

The rate response curve of a fair queuing system follows immediately as 

where r, and r ,  are the input and output rates of the probes respectively. As 
opposed to the FCFS rate response curve (2) the available bandwidth cannot 
be derived from (5). Trivially the available bandwidth AB is upper bounded by 
the fair share, i.e. 0 5 AB 5 f .  Without further assumptions the two extremal 
values can, however, be easily attained if f 5 C/2. As an example consider a 
single contending flow with rate X = C/2 respectively X = C. The fair share of 
a new greedy flow is f = C/2 in both cases, whereas the available bandwidth 
becomes AB = f respectively AB = 0. 

Referring to the classification of bandwidth estimation methods in Sect. 2 we 
conclude that iterative methods, which use the turning point of the rate response 
curve as bandwidth estimate, can be expected to report the fair share of a new 
greedy flow in case of a fair wireless link. For existing direct probing methods 
that inject probes with rate ri = C such a clear result cannot be established. 
Inserting r ,  = f into (3) does neither coinpute the available bandwidth nor the 
fair share. We note, however, that direct probing with ri = C could easily report 
the fair share, since T, = f in this case. 



4 Experimental Evaluation of Bandwidth Estimation 

Equipped with the resiilts from Sect. 3 we now investigate the performance of 
the bandwidth estimation tools listed in Tab. 1. If not mentioned otherwise we 
use the default configuration of the bandwidth estimation tools to perform the 
experiments. We evaluate the methods using a wireless testbed in a shielded, 
anechoic room. Hence, we act 0x1 the assumption that the physical medium is 
free of interference from external sources that do not belong to the testbed. We 
focus on the accuracy of wireless bandwidth estimates and show how these relate 
to the available bandwidth respectively to the fair share under different types of 
contending traffic. We do not report probing overhead, intrusiveness, as well as 
run or convergence times. These aspects are elaborated e.g. in [29]. 

As shown in Fig. 1 the testbed comprises five wireless stations (C1 to S5) that 
serve as traffic sources. The stations are connected to the access point (AP) using 
IEEE 802.11g with 54 Mbps2. The access point is connected over fast Ethernet 
a t  100 Mbps to a station (R) that acts as receiver. The distance behveen the 
wireless stations and the access point was between 0.5 m and 1.5 m. We switched 
of RTS/CTS, automatic rate adaption (which turned out to be unneeded in our 
scenario) as well as packet fragmentation. We used the DCF for medium access. 
In parallel to the wireless test network, all nodes are connected to a separated 
switched Ethernet, which is used as a control network. 

4.1 Impac t  of t h e  Intensi ty  of Contending Traffic 

In the first set of experiments we estimate the available bandwidth from S1 
to R in the presence of a single contending flow. We increase the rate X of the 
contending traffic that flows from S2 to R from 0 Mbps up to 28 Mbps in steps of 
1 Mbps. The contending traffic consists of packets of 1500 Bytes and is generated 
using the D-ITG traffic generator [I]. All probe packets are set to 1500 Bytes. 

Fig. 4 shows the average of 25 available bandwidth estimates for each of the 
tools and all rates of the contending traffic as well as corresponding confidence 
intervals a t  a confidence level of 0.95. As a reference the available bandwidth 
A B  = C - X as well as a the fair share of a new flow f = max{C - X, C/2) are 
plotted, where we use C = 28 Mbps from Fig. 2 for a packet size of 1500 Bytes. 

I tera t ive  probing: From our arguments in Sect. 3 we expect that the it- 
erative probing methods Pathload, DietTOPP, Pathchirp, and PTR report an 
estimate of the fair share. As indicated in Fig. 4 the fair share and the avail- 
able bandwidth are identical for contending traffic witli rate X E [ O . .  .14] Mbps, 
whereas they differ for X E (14.. .28] Mbps. Fig. 4(a) shows that the estimates 
from Pathload (which reports an upper and a lower bound of the available band- 
width) and DietTOPP clearly confirm the fair queuing model in (5) .  Both meth- 
ods closely track the fair share and the reported estimates deviate noticeably 

We used Lenovo ThinkPad R61 notebooks with 1.6 GHz, 2 GB RAM running Ubuntu 
Linux 7.10 with kerne1 version 2.6.22. We employed the internal Intel PRO/Wireless 
4965 AG IEEE 802.11g WLAN adapters. The access point is a Buffalo Wireless-G 
125 series running DD-WRT [2] version 24 RC-4. 
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Fig. 4. Bandwidth estimates for a wireless link with one contending flow. 

from the available bandwidth as the rate of the contending traffic increases be- 
yond 14 Mbps. The results from PTR in Fig 4(c) and to a lesser extend from 
Pathchirp in Fig. 4(b) confirm this view. In case of Pathchirp we used the esti- 
mates provided after Pathchirp's self-adapting phase. In our experimental results 
plotted in Fig. 4(b) it nevertheless underestimates the fair share and the esti- 
mates exhibit a comparably high variance. 

Pathload has been reported to provide inaccurate bandwidth estimates for 
wireless networks in [9,19,21]. This stands in contrast to experiences made us- 
ing Pathload in wired networks. In [21] the probing packet size is mentioned as 
a possible reason for bandwidth underestimation, and [19] identifies the signa- 
ture of one-way delays in wireless networks as a source of the problem. Having 
confirmed the strong impact of the packet size on the throughput in wireless net- 
works, see Fig. 2, we modified Pathload so that we can specify the probing packet 
size. Using Pathload with a fixed packet size of 1500 Bytes improves bandwidth 
estimates significantly and leads to quite accurate and stable results as can be 
seen in Fig. 4(a). Similar problems have been reported for IGI/PTR [21], which 
can also be mitigated using a packet size of 1500 Bytes rather than the default 
size. The estimates in Fig. 4(c) are, however, less sensitive to the intensity of 
contending traffic, as also reported for cross-traffic in wired networks in [30]. 



Direct  probing: Direct probing tools require a priori knowledge of the link 
capacity. We executed Spruce with a given capacity of C = 28 Mbps which 
corresponds to the throughput for packets of 1500 Bytes size in Fig. 2. From 
our results shown in Fig. 4(b) we cannot detect a clear trend of the estimates 
towards either the fair share or the available bandwidth once X exceeds 14 Mbps. 

WBest uses a two-step algorithm to estimate first the capacity and then the 
available bandwidth. In our measurements both estimates exhibit a comparably 
high variance as shown in Fig. 4(d). Moreover, the capacity estimates are sensi- 
tive to contending traffic, possibly a result of fair resource allocation, such that 
bandwidth estimates that are based heron may be unreliable. 

4.2 I m p a c t  of t h e  N u m b e r  of Contending Flows 

In the second set of experiments we investigate the impact of the number of 
contending flows on bandwidth estimates. We iise contending traffic with a total 
rate of 20 Mbps, which is divided evenly among one to four flows. Hence, the 
available bandwidth AB = 8 Mbps remains constant in all experiments, whereas 
the fair share of a new flow is (14,9.3,8,8) Mbps for (1,2,3,4) contending flows 
each offering a rate of (20,10,6.6,5) Mbps respectively. Since we only related the 
estimates of iterative probing methods to the fair share we restrict the results 
shown here to iterative methods. Again all contending and probe packets are 
adjiisted to have a fixed size of 1500 Bytes to achieve comparability. 

As in the experiments presented above, we ran each experiment 25 times 
and display the average of the available bandwidth estimates and belonging 
confidence intervals a t  a confidence level of 0.95 in Fig. 5. The estimates of the 
iterative methods Pathload, DietTOPP, PTR, and Pathcliirp are closely related 
to the fair share and do not match the available bandwidth. As anticipated these 
results confirm the model that is developed in Sect. 3. 

Without presenting results due to limited space we state that the direct 
probing tools that were investigated tend to be more inaccurate and do not 
report the available bandwidth nor the fair share in these experiments. 
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Fig. 5. Bandwidth estimates for a wireless link with several contending flows. 



5 Conclusions 

We conducted an extensive measurernent study of wireless bandwidth estiina- 
tion in IEEE 802.11g WLAN testbeds. I i i  contrast to wired links bandwidth 
estiniates for wireless cliarinels depend largely on the choice of packet sizes. We 
adapted the examined tools accordingly. We found that the FCFS assumption 
common in bandwidth estimation does not apply in case of wireless channels with 
contending traffic, where the distributed coordination function seeks to achieve 
a fair bandwidth allocation. We showed that the estimates of known iterative 
measurement methods can be related to the fair share of a new flow, which may 
deviate significantly from the available bandwidth. Our measurement results 
confirm this relation. A similar result was not established for direct probing. As 
opposed to  previous studies our measurement results indicate that the methods, 
which have been specifically targeted a t  wireless channels, are not superior to  
previously known methods that have been developed for wired networks. 
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