
[CGG+95] H. Crossmann, C.  Griwodz, G.  Grassel, M. PiihUzöfer, M. Schreiber, R. Sleinmeiz, H. 
Wittig, L. Wolf; GLASS: A Distributed MHEG-Based Multimedia System, COST 
237 Workshop, Kopenhagen, 20.-22. November, 1995. 

GUSS:  
A Distributed MHEG-Based Multimedia System 

H.Cossmann, C.Griwodz, G.Grasscl, M.Piihlhöfer, 
M. Schreiber, R. Steinmetz, H.Wittig, LWolf 

IBM Eumpan Nehvorking Center, VangerowstraDe 18, D69115 Heidelbeg 

Abstract: Tlis paper is about GLASS', a distributcd rnultirncdia syslcrn that is 
cvmntiv udcr dcvcloomcnt. Thc multimcdia dcoartmcnt of tbc IBM Eu- 
Nchvorüng iogntcr in Hcidclbcrg, Gcmuny. padcipatcs in tbc pmjcft along 
witb otba industrial aiid univusity pinscs. GLASS is an suaiym fw G b  
bally Ameaaiblc Servid. cxprrssing tbc systcm'a wi& range ofposaiblc appli- 
catiom. Lotcrac<in T%' enariar caii bc pacntcd as wll  aa multimcdia 
applicatiom for intcractivc leaming end games for cnterrainrncnt aicnts Br 
siandard tclccornmunications servicw Iikc FAX and E-mail can bc indudcd as 
wcll aa pnsentaiion wtnponcots pmviding aoceu i~ hypeacxt-oricntcd inlernet 
s c ~ m  likc WWW. The systcrn's wtnponcnh <an bc highly dishibutd using 
nchworlrs with TCPW. An applicatioo is driven by MHEGcnwdd F n t a -  
tiom timt dlrnv tür thc dcünition of sophisticatcd pnsentatiom. I h c  systcm 
compriscs multiple erver and dimt wmponmia All w r n p c n i  can bc oper- 
atad on a mix of diiimnt platfoma Althwgh mnning on different operating 
systcmp. all clicnu hsvc Ihc samc Imk aiid lccl which isdcfincd complctcly by 
Ihc MHE& p n t a t i o n  

1 Introduction 

n i e  G U S S  pmjed started in January 1994 and will be iinished in December 1995. 
The goal of the G U S S  pmjcct is the development of a distributed multimedia system 
based on the I S O E C  MHEG standard. G U S S  comprises the following components 
of an interadve distributed rnultimedia system: client systems, application server, 
video server and management systems. Gakways to existing s e ~ c e s  (e.g. TV, radio, 
World-Wide-Web, electronic mail, FAX, BTX) are arrently under development. 

n i e  MHEG standardization adivity is motivated by the following consideration: 
Standardizatim only at the level of monomedia information (e.g. bitmaps. iexl, video 
and audio) is w t  ~ufficient to guarantce h l ica t ion  portability. Monomedia siandard- 
ization does not address the intercbange of multimedia and hyprmedia informatim. 
By using the MHEG siandard, tbe same presentation can IUU on diiierent plaffom 
with an identical look and feel to the end-user. In the GLASS pmjed User end-systems 
are d n g  on DEC Alpha, Intel, Motorola 680x0, Power and Spam p ra~s so r s  under 
the ADL, Linux, MacOS, DOS-Windows, OSn, OSFI1 and Solaris operating systems. 

n i i s  paper intends to give a bnef oveniew OE the G U S S  pmjed. It presents the 
major components OE the system that were available at the time wben the arlicle was 
written. nieir interaction is demonstrated by an exemplary presenlation. The wmpo- 



nents allow the presentation of basic scenarios that make use of some discrete media 
types as well as mntinuous ones. User interaction is already supporied hut there is the 
pouibility to add many'ihisprojectsissupportedbyDeTeBerkom more feahires to the 
current system. A short outlwk to fuhire extensions is given at the end of this paper. 

The paper is s t ~ c t u r e d  in tbe follomng way: Chapter 2 introduces the MHEG stan- 
dard and the MHEG Objeci classes. Chapter 3 desaibes tbe client and server mmpo- 
nents d i c h  comprise the MHEG ~ n - t i m e  ennronment. Chapter 4 clarihs the 
interadion of the mmponents by presenting a walk thmugh the system. Chapter 5 
g i v a  a mnclusion of the work presented in this paper. 

2 Overview of MHEG 

Rimarily, MHEG is the name of the 'Multimedia and Hypermedia infomation d i n g  
Expert Oroup". 'Ihis group is organizsd as working group 12 of tbe iSO/IEC Joint 
Technical Commitlee 11 Sub-Cmmittw 29 151. 

MHEG is also the mmmon title of the doniment 13552, which comprises the work 
of this gmup. 'ihe standard supporis presentation, representation and manipulation 
modelling of multimedia and bypermedia applications. By p l a m e n t  mth the infor- 
mation interchange standardization efforts, MHEG is related to Joint F'hotopphic 
Exped Group (JPEG) [2]. the Moving Piciures Expert Group W E G )  [3] and the Dig- 
ital Storage Media (MM) Group [6], which are in the Same sub-anumiüce of iSO1 
IEC m1. 

'Ihis sedim bnefly intmduoes the mle and overall amcepts of the MHEG Jtandard. 

2.1 General Conrept 

The MHEG standard provides an interchange format for multimedia and hypermedia 
information and specifia its machine-independent e n d i n g  [SI. It prwides generic 
multimedia information siruciures whidi are suited for real-time multimedia applica- 
tions, synchmnization and real-time interchange of applications. Temporal and spacial 
relationship of monomedia objects can be expressed, timer mechanisms can be 
applied. User interadion mth the presentation objects can be specified in detail, as 
well as readons to therc interauioos. MHEG is  alu, a mntainer and description for- 
mat for various monomedia f o m t s .  

To clariw the semantic infomation amtained in a presaitation d e d  in MHEG, a 
mmparirni to monomedia content enccdhgs can be applied. Figure 1 depids an anal- 
ogy belween the multihide of mnventional text prooessing Systems and multimedia 
editors. Disuibution of text documents in electronic form has at the moment seiüed €01 
Postscripb while in the multimedia and hypanedia domain, a multitude of players are 
required, one for each presentation coding. Similar to Postsciipt as the standard page 
description language, MHEG represents the mmmon d i n g  for multimedia and 
hypermedia applications. Since an MHEG presentation is not human-readahle any 
more, it is also called "final form". 

'ihe MHEG framework consists of five Parts. n i e  fozus of the GLASS project is on 
MHEG-1 which defines thc "Coded Representation of Multimedia and Hypermedia 
Ohjects (ASN.l)", and MHEGJ whicli is the MHEG-1 suh-profile for interaciive and 
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Fig. 1. MHEG as Multimedis/HypemKdia Resentation Format 

digital television. The experiences of the MHEG System design and implernentation 
within the GLASS projed has infiuenced the ISO/IEC MHEG-I and MHEG-5 stan- 
dardization adivities. 

2.2 MHEG Ciasses 

MHEG makes an objgt  oriented approach towanis pmentation interchange. It 
describes a pmentation by means of class desaiptions. From these descriptiom, 
classes may be set up in the MHEG interprctation h c e  to form d l e d  mter- 
changed objects, which can in him be instantiated to tun-time o b j e  Figure 1 shows 

interchanged: Prepared: instanciated: 
Class desaiption interchanged Objezk Run-Time Objects 

the h e e  steps that are required by the interprrtation Service to aeate a Nn- 
time object. An effect of this modelling principle is that presentations can not be 
staried by the presentation provider, but that the interpretation s e ~ c e  must always 
take the initiative and retrieve at least a single initial object to statt a presentation. Tnis 
stari-up mechanism is not dexribed in the MHEG daxunents and is private to each 
MHEG presentation system. 



Content Clnss 

Tbe mntent class reiers to or mntains the mded representation of monc-media inior- 
mation together with a set of prameters containing inionnation that is required ior the 
presentation o i  mntent. This set mntains infomation on the mding rnethod and a 
specification o i  the appiication+riented prameters (e.g., mlor table, quality o i  Service 
parameter). They fom the description o i  object classes that are set up in the MHEG 
Eogine as interchanged Ohjects. 

Multlpkxed Content Ciass 

?bis c l a s  refers to or amtains the d e d  representation of multiplexed media data 
iogelhe with a d d p i i o n  of eacb multiplexed skam. 

Cmialner C l a s  

'Ihe mntainer class pmvides a mntainer for grouping multimedia and hypemedia data 
in order to interchange them as a whole Set. 

Composlte Clnss 

The composite class pmvides support for multimedia and hypemedia ohjeds that are 
processed as a single entity. This mechanism pmndes a omsistent approach to the 
synchroniultion in time and space. It also prondes shortaits by allowing adon 
o b j d s  to he applied to groups of ohjects. 

Aetlon Ciass 

The MHEG standard deiines an initial behanor ior each MHEG Ohject. It also 
descrihes how to modify the initial hehanor o i  each object hy detining a list of ele- 
mentary sdions to he applied to the o b j e .  l 3 e  actions are used within a link object 
to describe a link effect. Tbe MHEG standard detines the iollowing types of hehavior: 

Reparation: loading o i  ohjects into the syslem and remonng them (Prepare, 
D ~ s ~ Y )  
Creation: instantiation and deletion o i  nm-time objects (New, Delete) . Resentation: contml of the Progress o i  the m-time ohjects (Run, Stop) 
Rendition: mntml of the projection of the m-time ohjects (e.g., Set Speed, Set 
Size) 
inteiadion: wntrol oi the result o i  an inteiaction (e.g., Set Seledable, Set Modi- 
fiahle) 

Adions are also pronded to retneve a current value of an ohjed's attrihute ior further 
processing in Links or Adions. 



The Link Class defines a strubure whicb +fies a set of relationships. Eacb relation- 
ship is defined behueen one or more soums and one or more targets. The relationship 
is composed of wnditions associated wiih ihe soums (link wndition) and ihe actions 
to be applied to the targets (link effea). The adions are to be applied to ihe targets 
when ihe wnditions bewme tme. An exemplary link object is shom in figure 1. 

Soum objects Target objects 

Flg. 3. Link Class 

The saipt class defines a wntainer for complex relationships between MHEG Objedg 
defined by a language not defmed within ihe first part of ihe MHEG standard. Within 
ihe standardization body, ihe MHEG-3 effort is undertaken in order 10 pmvide an 
excbange format for ihe scripting language. 

Tbe descriptor defines a strudure for the intercbange of resource information about a 
single or a set of multiplexed objecis. For erample, this information is used to faalitate 
a wrrespondence between ihe resources required to preseat ihe objects and ihe 
resources available to ihe system. 

3 Architecture of the G U S S  system 

The GLASS system consists of various wmponents ihat work togeiher to make an 
MHEG presentation run and to provide the user with visual and audible output as well 
as wich devices for interadion. The annponents can be distributed over different 
machines on interamnecled networks and ihey are able to exist in a heterogaiwus 
environmenL This is possible because ihey use project specific application protaxils 
ihat are based on a standard internet pmtocol suite ihat includes TCPIIP. A wuple of 
the protocols will be desaibed along with ihe wmponents that communicates wiih 
each other. 

The wmponents can be subdivided into tbree categories: 

Client Cornponents, wnsisting of ihe User Interface Agenl (UIA), Presentation 
Objecis (Pos). tlie MHEG Engine (Enginc) and tbe Control Agent (CA). 



Management Components, consisting of the Session Management Agent (SMA) 
whidi. in turn, includes the Authoring Agent, the Security Agent, the Locator 
Agent, the Diredory Ageni, and the Data Dislribution Agent. . Stores mnsisting of MHEG Objed Stores and Content Data Stores. 

Figure 4 gives an ovewiew ofthe system's architecture. 

sefsioa Management Agent z 
- Contml Data Fiow, Small Gmtcnt Data Fiow - Realtime and Iarge Content Data Fiow 

Plg. 4. Architecture ofthe System 

loe User interfaa Agent is rcspcnsible for the mpaagement of Rer~ntatini Objeds 
that autonomously prerent the audible, nsihle and interactive parts of a pmentatioo. 
loe MHEG engne is the heart of the System. It exemtes MHEG pwcntation and 
drives the UIA with PO'S. It's mmmunication front-end is the Control Agent. It is mn- 
neded to the Session Management Agent that manage5 subcornponents for data distri- 
bution, security and accounting purposes. Storcs are mmponents that are rcsponsible 
for amtent delivery of either d i m t e  or oootinuous media. 'ibe mponenis  will ke 
described in more detail in the following paragraphs. 

3.1 CUent Componenis 

User Interikee Agent 

n i e  User InterFace Agent (CTIA) is a d imt  mponent  that is raponsihle for ihe cre- 
atioq maintemnce and destruction of Resentation Objects. It is mmpletely driven by 
the MHEG engine with which the UIA communicates through an intermediate mmpo- 
nent - the Control Agent. Communication with the Control Agent is done using ihe 
User Interface Control Rotocol (UICP). 'ibis protccol has primitives for session estab- 
lishrnent, mntml and accounting, as well asprirnitives for Pnsentation Objed mntrol. 
A typical transaction mnsists of a Request that is asynchronously answered with a 
Response. Most requests are originated from the MHEG engine ihat wank the UIA to 
perform another presentation task. Most of the UICP PDUs (Pmtocol Data Units) rep- 



resent atomic MHEG adions ihat are wmbined to perfonn ihe pre.xntation. Neverthe- 
less ihere are PDUs from the UiA ihat eiiher q u e s t  an SMA service or signal an event 
to the engine. The Control agent routes ihese accvrdingly. 

The UiA design is ihread-bascd to allow for wucurrent Resentatim ObjedJ ihat 
will act independently fmm eacb other witbout blocking tbe UiA fmm its rnanagement 
tasks. Figure 5 shows tbe UIA's arcbitcchire. 

Fig. 5. Architedure of the UIA 

All incaning and outgoing PDUs are wllected into a queue ihat gua~antees ihe wmd 
execution sequence. A pmtowl automaton is used io build an intemal objed oriented 
representation of tbe MHEG preseniation's elements ihat are currenily in use. A set of 
Resentatim lnterchange ObjedJ (PIOs) for atomic presentation elements like JPEG 
Images, MPEG Video, MPEG Audio and Text is ansüucted. PIOs allow €01 eff~cient 
resource management io prevent tbe POS fmm multiple butEering of omtent data. 
They also presenl a parallel to ihe MHEG engine's o m a p t  of perfonning adions in 
iwo steps. The urst step is used to prepare POs €01 & e.g allocating lesources. 
retrieving data and initializing devices. It is complelely transpannt io the User and 
ensures the engine ihat tbe prepared PO is ready to m. The seumd step starts ibe pre- 
sentation of a PO ihat then bewmes visible to tbe user. l ü e  UIA only tells the appro- 
priate PO io start its presentation, ihe presentatim plocess itself is out of ihe UIA's 
swpe and up to ihe PO. When the MHEG Engine tells the UIA io do so, a PO or a PI0 
with all POS belonging io it will be deleted from memory. 

Presentatlno ObJects 

Presentation Ohjects (POS) handle ihe presentation of content data objects as well as 
User interadion wiih tbese ohjects. POS are meated, mcdified and destmyed by the 
UIA on demand of ihe MHEG Engine (Engine). Content data objects, managed by 



Presentation Objeds, are either exiracted fmm an MHEG Object, if included, or 
retrieved fmm ihe Content Store, if referenced in ihe MHEG Object. 'Ihe Presentatim 
Objects handle the necessary mmmunication in lhe laücr case. They communicate 
with the slore using lhe Presentation Objed Contml Probcol (POCP) and the Presen- 
intim Object Data Protoaol (PODP). The POCP establishes and amtrols tbe PODP 
whicb performs thc achial data hansmission. While the POCP provides primitives 
such as 'open daia mnnedion". 'staNstop data slrcaming", 'set slream speed" ctc., 
tbe PODP hansnits raw data of different media types 

Presentation Objects are responsiblc for presenting multimedia data to ihc GLASS 
system's user. Besidcs, for inieraction pu-s POS map events generated at the pm- 
priehry graphical user interfaoe (e.g. mause and keyboard adions) inlo a f o m  ihc 
Eogine *m interpret. The Engine is able to respond lo these events in a way lhe presen- 
intim author has iniended, for example lo dlow lhe User 10 navigate thnnigh the pre- 
senintion 

Media types like audio and text are supportcd by different types of POS. This 
allows for easy extension of the GLASS system. Currenlly supported media w e s  are 

. Vidw (MPEG I), 
Audio (MF'EG-Audio and WAVE), 
Images (JPEG) and 
Text (plain text and a GLASS text fomat) 

wbici~ are a d a t e d  with the respeclive POS. This set of POS can be separated in10 
hwo subsets of POS acuxding to the mtents '  media types: discreie and continuous 
Video and audio are examplca for mtinuous media types. They may neithcr be 
cached in nor instantiated more than once at a üme from an iniedanged objed. They 
nquire real time flow-cuntrol und arc played out directly on the local system. Exoept 
for this. lhey work like discrete media. Examplcs of these discreie media lhat can be 
preloaded when the PO is i~tantiated are pichircs and iexls. The GLASS architecture 
for example allows the ImagePO lo receivc an entire JPEG image. lo d d e  il und to 
store the decoded image for other IrnagePO instances' usage. 

MHEG Englne and Contml Agent 

n i e  MHEG Engine (Engine) is the driving and mntrolling form of MHEG presenta- 
tions C i s  iask whicb is central to lhe systm is lo conlrol ihe presentatim. To fulfil this 
insk. the MHEG Engine interprcts ihe interdianged MHEG Objeds. As a resulf it 
issues requcsis to the presentation system.Thc inierpretation process might also result 
in requcsis for retrieval of further objects. 

n i e  Engine requests MHEG Objeds asynchronously fmm lhe Conlrol Agent (CA) 
h i c h  in turn makes use of the MHEG Stores lhmugh the Session Management Agent 
lo retrieve these objects. The result of this retrieval pmcess is an asynchmnous 
responce as an input to the Engine. Anolhcr source of input for the Engine are evenis. 
niese evenis originale in the presentation syslem and are passed 10 the Engine thmugh 
the User Inleriace Agent and the Cnntml Agent. MHEG Objects and wents are pm- 
cersed by the Engine. 'Ihis may result in a reqwst 10 the presentation Systems or tng- 
ger the retrieval of hirther MHEG Ohjects. Intemally, the Engine manages a single 
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Besides handling the communication €01 the Fngine, the Control Agent services the 
timer intenupis required €01 the timer management of the Fngine. For a distributed 
environment, the Control Agent is implemented to workon boih client and server sides 
of the system. Basically, puüing the CA and Engine on the client achieves beüer per- 
fonnance, while putting them on the sewer reduces ~source  requirements on the dient 
system and achieves greater flexibility. niis flexibility has major effects on the design 
of the oomponent, in that it must allow an efficient implementation on the dients' 
operating Systems that can also be applied 10 a server oprating systan withwt major 
changes. 

n i e  state information held in the CA does not amlain infomation aboul the activ- 
ity stak of a partiailar presentation or prcsented object. Raiher than ihat, the stak 
infomation is only concerned with the wnnection itself. Because of this, messages 
can arrive during the nin of the &on fmm all threc neighboring entities in no partic- 
ular d e r  as far as the knowledge of the CA is conarned. 

In oder to seMces all different kinds OE oonnection, the CA mmists of hvo 
threads, one of which exists initially. niese hvo prccesses have no need for oommuni- 
cation except for common knowledge of the state of the CA automaton. Thus, this state 
is kept in shared memory and aocesses to the stak variable are protected by sema- 
phores. 

At stad-up time, only one thread, the CA-Server-Thtead. is activi. n i e  MHEG 
Engine is uninitializcd. When a UIA cmmeds to this server and s e d  a Connect 
Rcquest rnessage. the CA-Sewer-Thread establishes a oonnedion to an Session Man- 
n-t Agent (SMA). initializes the MHEG Engine and splits into iwo pn*rs~es, 
namely the CA-Sender-Thmd and the CA-Receiver-'ihread. It is advisable that the 
MHWiEngine nms as another thread in the same pmxss as the C4 Pllowing fw mes- 
sage passing in sharcd memory. 

32 Server Components 

Sesslon Management Agent 

n i e  Session Management Agent (SMA) organizes the retrieval of MHEG Objects and 
amtent data objects using the Locator Agent, Amunting Agent, and Smirity Agent. 
n i e  Conlml Agent requests MHEG Objeds from the Session Management Agent that 
retrieves these objects from the MHEG stores and passes them back to the Gmlrol 
Agent. 'ihis mechanisn is not used €01 the transfer of referend amtent data objects 
but only €01 MHEG Objeds and control infonnation. The referend objecls are lrans- 
ferred between the Conlent Data Stores and the Resentation Objects by individual 
transpori mechanisms. However, the transport is initialized by the Session Manage- 
ment Agent. 

The communication behveen SMA and Stores is perfonned using ihe Store Caitrol 
Rotocol (SCP). This protocol amtains primitives for the initiation of data Lransfen 
behveen Presentatioo Ohjeds and Stores/Gateways. for the retrieval of MHEG Objects 
from MHEG Stores, and for amunting purposes. 

There are several suhsystems and sub-agenls in the SMA that will not he discussed 
in this document. 



Cooteot Store 

The Store is responsihle for the Storage of wntent dah and the transmission of this on 
q u e s t  towards its clients. As such. it pmvides: 

mecbanisns to wntml the exmange of omtent dala with Presenhtion Ohjeds, 
transport system mechanisms for transfer of wntinuous-media data. 

In later slages of the implementation the Store will offer additionally transport syrrtem 
mecbanism €01 transfer of wntinuous-media dah with varying transmission da-  
tenstiu depending onthe Quality of SeMce (W) requimneotsof clients, fuodional- 
ity to pass acwunting infomiation back to tbe Session Management Agent and 
protocols €01 tbe oommunication with Locator Agent and Data Didhut ia i  Agent, 

Tbe Stores wmmunicate via exdange of PDUs with Resentatiai O h m  (POs) 
and the Se~sion Management Agent (SMA). 

The Store wnsists of hvo wmponents (Figure 4): 

a Vidw on Demand (VoD) Server including appmpriate stream handler (Ski) io 
peifom the handling of multimedia dah, i.e., the stomge and transmission of 
wntinuous-media &U, and 
a Cmlml Rooess (ciripmc) which wnununicates via BERKOM G U S S  proto- 
wls with otber BERKOM G U S S  system components (ir, POs and SMA) and 
insbucis tbe VoD smvr a d i n g l y  io deliver the required mulümedia daia 
Skarn. 

I I Store Cnniml I I  I 

other 
Store 

The cir[proc consists and uses various subwmponents: 

Communication Interface to exchange infomiation with other GLASS w m p  
nents 
Handler modules (pocphdlr, scphdlr. credhdlr) for the control pmtocols POCP 
and SCP, 
Peer, the inlernal representation of a peer, i.e. the receiving Presenlation Ohject 



on the receiving side, 
Key, the internal representation of an SMA key, 
an-stream. the internal representation oP a mntent data stream transferred to a 
Resentation Object 
seiver-umn, the module which mntrols the mmmunication with the VoD sewer 

To set up a stream, two prerequisites are required. Firstiy. the SMAmust pmnde a key 
to the mnhul prarss,  seamdly, the peer must authenticate itulf with this key €01 mn- 
teut retdeval. 1Pthis authentication issuocessful, the stream is opened. Further requests 
Fmm the peer are required to start streammg oP data. 

RoQssing within the ch;rproc is done within nie thread. Smoe it is not responsible 
For the transmission of large mnteut data such as mtinuous-media data bui p e r f o m  
a m h l  operations only, this incurs no pdomanoe  drawback and simpliües imple- 
m t a t i o n  and testing. 

VMeo on Demand Server 

n i e  Video on Demand seiver used within GLASS is a seiver designed for iBM RISC 
Systgnl6000 workstations ~ n n i n g  under IBMs AD( Version 3 Operating system To 
provide flexibility, the seiver allows dynamic addition of hardware- and pmtocol-spe- 
cific stream handlers. 

The server is designed to provide high quality, guaranteed, on-time delivery ofmn- 
tinuousmedia data such as video, audio. or animation fmm a server to desktop com- 
Puters located around an existingnetwork. I1 allows delivery of stremsoFmultimedia 
data (e.g. video) to desktop mmputers for applications wishmg to 'play" multimedia 
data. At the Same time it pmvides non-real-time access through existing network f i le  
System interfaces and maintains mncumnt use of the workstalion €01 W a r d  appli- 
cations. This is possible by guarantging smooth play-oul using resource reservation 
mechanism as described in [9]. 

The filesystem can detennine whether it can meet the needed quality 00 seMoe for 
a specific stream before the stream is started. It ensures that il can meet these require- 
ments by tracking the complex interactions of multiple simultaneous streams with diE 
Perent qualities oP senice. 

It provides a Format that is optimized €01 Oie storage and retrieval of multimedia 
data while traditional filesyskms are optimized €01 the storage oP mal l  data files. 

n i i s  is enhanced by a set of generic multimedia senices and resource reseivation 
€01 UNM Systems. It utilizes the faciiities pmvided by the filesystem to pmnde an 
integrated mntinuous-media w e r  and to pmnde generic resouroe contml for the var- 
ious subsystems. They also pmvide interfaces to easily load new modules to suppori 
different types of nehvorks for customers with special requirements. 

4 Interaction of the components 

The last chapter introduced the components of a GLASS system in a very abstrad 
manner. This one wants to clariw their functionality and the wmmunication among 
them from a more pradical perspedive. Avery simple presentation will he used for a 
walk through the system. 



Page 1 page 2 
9. Simple Presentation Example 

The elements of a simple prescntation are shown in Figure 9. The Bist page am- 
sists of a b a c k p n d  image and iwo mall images labelled 'Video' and 'Next'. Both 
labelled images are deiined tobe selectable, whicb makes t h w  buttons. In the cenler 
of the background image is a frame that is used to overlay a video clip. if the user 
presses 'Vidm' the video clip will be displayed inthe overlay area. Clicking the 'Next' 
button will l a d  to page 2.. 

Page 2 consists of a background image that is overlayed with a maller text win- 
dow. 'Ibe wer our mull ihrough the lext using a m l l  bar end up and down butt- A 
small image IabeUed 'back' is p s i t i d  bclow the text windaw. Button hiodionality 
is assigned to it. J f  il is diclred it leads back to page 1. 

Now let us staa a wdk through the onnpomnb All MHEG Objeds that belaig to 
the presentation arc storcd m an Objed Store. All wntmts, the di-te = well U the 
wntinuws, arc stored m a Canlent Store. We awrme that tk SMA is set up to reaive 
requesis (e.g. Nmiing or automatically s t d n g  by the inetd) and that the MHEG 

FLg. 10. Communication among the components: stamip 



Engine is waiting for our presentation's initial object. Figure 10 shows the mmedion 
setup as it is requested by the UiA When the user Starts the Lnq e.g. by clicking on its 
iwn on the client machine, the presentation begins. A UICP Connect Request PDU is 
sent fmm ihe UIA to tbe C A  The CA forwards the request to the SMA and responds to 
tbe UIA aeer the mnnectim between ShiA and CA is set up. ' ihn ,  the CA retrieves 
the initial objed and f d s  it into the Engine whidi siarts interpreting ii. 

We assume that in the described case, the initial mposi le  objed mniains all 
MHEG Objeds required to present the firnt page. Any further objed requests from the 
engine would be satisfied by the CA that wmmunicates with the ShiA using ihe 
SMCP protocol. With each objeci request, tbe ShiA chccks an which store the MHEG 
Objeas are avmlable and reirieves them. The retrievai mechaniun and the wmmuni- 
caüan beiween the S M  and the media stores arr out of the scope of this daaunent. 

While interpreiing the initial oomposite, the MHEG engine is usuaily rrquired to 
prcpare m o n d i a  wntents that are referenced in the presentation. A presentation 
without monomedia wutent does nothing userdetecfable, and a presentation wnsist- 
ing purely of included cantent is not feasible €01 a relrieval System like the GLASS 
System. It is advisable to lransport mal l  data porüons as included daia because of the 
transportation overhead, whereas hig daia quantities should be t r d t t e d  as refer- 
e n d  data because all included mntent data is copied mto the MHEG mgine once. 

Flg. 11. Communication among the components: mntent preparatim 

Figure 11 shows how the MHEG engine uses the UICP primitive RepareRequest 
to tell the UIA which F'resentation Objed is to be prepamd for execution. In out exam- 
ple a PrepareRequest PDU €01 each of the three irnages on the first page is sent to the 
UL% The UIA builds intemal representations for these objects that are called Presenta- 
tion Interchange Objeds (PIO). Such a PI0 has to mmmunicale with thc ShiA for m- 
olution of the references to monomedia content (RewilveReq and ResolveResp 
primitives). The rewilution is provided as a uniform resource locator (LTRL) indicating 



the prolocol qui red  (POCP), machine name, optional pori number, and an additional 
stnng resembüng a Unix-path tn identity the wntent. 

n i e  PI0 then uses the POCP pmtocol to build a wmedion to the store that is 
pointed tn by the URES machine name. When a wmedion bas been established the 
PODP protocol is uscd tn rrtrieve the data. As umtent is stored and transferred in a 
standard tonnaf e.g. JPEG for images, it is neoeJsary tn anver( it to the client 
madiine's local wntent type. After Lhis is dme, the UIA answers the sumsstul p q a -  
n t im  o t  the objeds with a RepareResponse. 

Flg. U. Communication ammg Uic componenix adions 

After the prepare phase has nnished, the engine can exemte adions that are 
instanoes o t  thc Behavior Class on the prepared objects. An adion is wnsidered fin- 
ished after it has Sn1 M AdionReq PDU tn the UIA, been synchronously e x d  
there, and &er an AdionResp PDU has b e a  sent back tn the engine as shown in 
Figure 12. l'he ürsi adion sent tn a Pnsentation Interchange Objed (PIO) has tn be the 
New adim. For each prepared image, nre New adion is sent trom the engine tn the 
Ulk The UiA creates €01 each New actim a Presentation Object (PO). Each PO 
denves from a PI0 whose wntent it inberits and sbares with optional other instances 
o t  the same PIO. Tbus the images have tn be stored in the client's address space only 
mce. After instantiation, a PO is ready €01 presentatim to ihe user. 

The MHEG engine now instnicts the UiA to perfom a Run action on each Presen- 
tatim Objed tn show it onthe screeu In parallel the engine interprets some Behavior 
objeds that enable the images labelled 'Video' and 'Next' 10 be seledable and 
installed some Link objeds that start video playback and creation of the xmnd page, 
respectively, when one o t  the (now seleclable) images is clicked. Tb- are actions 
propagated tn the UIA uYng the UlCP ptoml  as well. The UIA itself tclls tbe two 
POS to be clickable and tosend back a message when being clicked. 

When the user clicks the 'Vidw' buttnn, the UIA informs the engine o t  the eveni. 
n i e  engine knows that the butlon click triggers the vidw playback and sends a Run 
actim on the video Resentatim Objed to the UIA. A vidw clip is a special type o t  
reterenced data object, a wntinuous one. It can not be domiloaded in a burst like an 
image. The contml (POCP) and data (PODP) connections between tbe store and the 
PO as presented in Figure 13 have to remain open during the existenoe of the video 
PO. Data is transmitted continuously as a real-time data stream until the end of the clip 
i s  reacbed or anoiher event in tlie presentation results in preliminary destmclion of ihe 
vidm PO. Then ihe connection lias to be closed. In our simple example tlie User lias to 



Fig 13. Communicatim ammg the mmponents: video playback 

wait for the end of the video clip until he is able to interact with the presentation again. 
Nevertheless, it is possible to express a VCR like fundonality in an MHEG presenta- 
tion using the Sets@ and SetPosition adiom. 

Clicking the 'Next' button will lead io the second page. The MHEG engine will (in 
our example) clean up all resoum used by tbe fint page and will inanict the UIA to 
do so as well. The Stop adion is used to hide a Presentation Object from the screen. 
?hc Delete adon  is the munterpart to the New adon and will delete a Presentatiw 
Objed. l l e  Destroy adon  cleans up all resources that were allccated with the Prepare 
adon. 

The s w n d  page is created in the Same way as was explained for Ihe fint page. 
Clicking the 'Back' button will lead back to the fint page that has tobe created again 
as descrited above. This procedure can be sped up wnsiderably by not destroying 
downloaded mntents in a page transition thal are e-ed to be reused. As we have 
s e a  our simple presentation example is a kind of endles loop. It can only be ended by 
stopping the UIA. In that case, a DisconnedReq PDU is sent to the CA lhat answers 
with a Disa>medResp PDU. After that the MHEG engine is re-i~tialized and waits 
for a new mnnectim from the same or another UIA 10 start lhe presentation again. 

5 Conclusion 

The following chapter summarizes lhe results of the paper and gives an outiook on 
future extensions to the System. 



5.1 Summary 

Before wming to a wnclusion about the mults of the GLASS project as presmted in 
this article, it may be helpful to think about the situation of today's multimedia appli- 
cationr 

Today there are only few distrihted multimedia systems available. M d  of ihe 
systems are intended for tunning on a single system, though multiple platfoms are 
supported. lüese are kiosk systerns and presentation sysiem for Pointaf-Infonnaticn/ 
Point-of-Sale scenarios. 'Ihere are a lot of multimedia auihoring systems available that 
allow User friendly and easy coastniction of those applications. However, there is a 
lack of interoperability and interchangeability of ihe presentations irmong the presata- 
tion sy-. Thus, wntent pmviders have to decide d i c h  systems they want to aip 
port aud which to ipore. E s  dds ion  will be nJky for them as well as unsatidadory 
for ihe user in the owsumer market because only a subset of applications are available 
for him depending on bis decision for a system. 

'Ihose limitations can be o v e m e  by sticking to an international standard such as 
MHEG. In this sense GLASS is a pioneer project It makes use of MHU;'s wncepts 
and implements an engine that is capable of interpreting MHEG Objecis as defined in 
the MHEG DIS document. On the other hand ihe MHEG standardization pruzss from 
DIS to the final IS p d t s  by the GLASS designen' experiences. So the GLASS 
pmject and the MHEG standard mutually influenoe each other. 

The GLASS architedure defines a disirihted system that allows cmxistence of 
sysiem independent components as well as system dependent mmpnents that com- 
municate using welldetined protoools based on TCP/lP. System mdependent compo- 
nents can be easily ported to different platfoms aud system dependent mmponents are 
well d~ielded to allow a hetemgeneous system. Si- Fwseatation Objeds make use of 
standard media iypes like JPEG images instead of using graphical User i n t e r f a ~  
dependent widgets the same Imk and feel is maintained across all platfotms. 

Coming to a wnclusion one can say that the GLASS system is demonstrating the 
successful use of a standard multimedia and hypermedia exchange formal like MHEG 
to guarantee both the content provider's and thc end user's investments without losing 
flexibility. 

5 2  Fuiure Outlook 

l ü e  GLASS system as aescribed in this article provides all the basic means for a flexi- 
ble and extendable multimedia system. These means can be uxd in many ways to sup- 
port the User with global s e ~ c e s  that really demonstrate the power of lhe architecture. 

Currently under development are gateways that build interfaces to standard ser- 
vices like TV and radio broadcasf BTX, World Wide Web (WWW) and Elecirniic 
Mail. Some gateways make use of facilities that allow real-time mmpression of wn- 
tinuous media using standards like MPEG. Others wnvert hypertext information and 
semantic adions to MHEG Objecls that are used to h i l d  MHEG presentation parts 
dynamically. 

Another important task will be developing tools ihat allow designers to quickly and 
easily produce MHEG-based multimedia presentations. Those tmls would help to 



inmase ihe number of available presentations rapidly. Until ihen presentation design- 
e n  could be provided wilh converten fmm other multimedia auihoring twls  to 
MHEG. 

Since the MHEO standardization is still in process, it may be necessary to mcdify ihe 
engine when the official MHEG Intematimal Standard document is passed. 

As outlined, ihere is still some work to do but the existing GLASS System pmvides a 
strong starting platfonn for türther research activity. 
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