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A Survey of Full-Body Motion Reconstruction in
Immersive Virtual Reality Applications

Polona Caserman, Augusto Garcia-Agundez, and Stefan Göbel

Abstract—Due to recent advances in virtual reality (VR) technology, the development of immersive VR applications that track body
motions and visualize a full-body avatar is attracting increasing research interest. This paper reviews related research to gather and to
critically analyze recent improvements regarding the potential of full-body motion reconstruction in VR applications. We conducted a
systematic literature search, matching VR and full-body tracking related keywords on IEEE Xplore, PubMed, ACM, and Scopus.
Fifty-three publications were included and assigned in three groups: studies using markerless and marker-based motion tracking
systems as well as systems using inertial measurement units. All analyzed research publications track the motions of the user wearing
a head-mounted display and visualize a full-body avatar. The analysis confirmed that a full-body avatar can enhance the sense of
embodiment and can improve the immersion within the VR. The results indicated that the Kinect device is still the most frequently used
sensor (27 out of 53). Furthermore, there is a trend to track the movements of multiple users simultaneously. Many studies that enable
multiplayer mode in VR use marker-based systems (7 out of 17) because they are much more robust and can accurately track full-body
movements of multiple users in real-time.

Index Terms—

F

1 INTRODUCTION

FULL-BODY motion reconstruction in virtual reality (VR)
applications is necessary to enable natural interaction

and a much higher level of immersion [1], [2]. VR applica-
tions aim to increase the feeling of presence in VR (sense
of being there) by tracking the full-body movements of
the user and applying them to an avatar [3], [4]. Similarly,
the work of Slater and Wilbur [5] shows that immersion
requires a virtual body whereas presence requires that the
user identifies with that virtual body. In other words, for
a high sense of presence, the users must recognize the
movements of the virtual body as their movements. Many
recent research publications have added a growing base of
evidence to support the use of motion capture technologies
in VR applications. Previous studies show the benefits of
having a full-body avatar in a virtual environment [6],
[7]. A realistic looking avatar evokes a significantly higher
acceptance of the virtual body [8]. Recent studies have
demonstrated that immersive VR can be used to induce the
illusion of ownership over a virtual body, e.g., to reduce
the implicit racial bias against dark-skinned people [9] or
to reproduce the experience of the world as a child [10].
The progress of real-time full-body tracking has also proven
to be advantageous to perform collaborative tasks between
human and robot. [11].

In this survey, we aim to gather and critically analyze
recent improvements regarding the potential of full-body
motion reconstruction in VR applications. First, we give
an overview of recent studies by discussing the advan-
tages and disadvantages of different motion capture systems
and Head-Mounted-Display (HMD) technologies. Then, we
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compare different avatar forms (realistic avatar vs. stick
avatar and full-body vs. partial-body representation) and
perspectives (first-person vs. third-person view). We discuss
the VR related key findings, such as end-to-end latency,
cybersickness, and level of immersion. Finally, we analyze
the papers in terms of the number of players (single vs.
multiplayer) and system evaluation.

The need for full-body motion reconstruction is already
evident in a single-player experience [12]. When a user
is immersed in VR, she is not able to see the real envi-
ronment and particularly not the real body. Especially in
multiplayer games, it is essential to reconstruct full-body
motions in real-time [3]. Otherwise, the users cannot see
the movements of other users and therefore cannot interact
with each other. Desai et al. [13] note that the visualization
of full-body avatars in multiplayer applications improves
the VR experience. Due to a lack of user’s motion data,
current VR applications typically do not represent the user’s
body [14]. In particular, many VR applications show floating
hands or even only VR controllers. Recent work reveals that
there is a significantly higher sense of presence for the full-
body avatar over the hands-only representation [6], [15],
although there is some contradictory evidence [16]. When
VR applications do not represent body movements to the
user, there is no visual sense that the user is entirely in the
virtual environment.

Recent advances in motion capture technologies provide
various possibilities for full-body tracking in real-time to
reconstruct avatars with respect to the user. Different motion
capture technologies have their advantages and disadvan-
tages regarding accuracy, robustness, latency, and complex-
ity. A markerless system requires no additional sensors
attached to the user’s body [3]. The human motions are
analyzed from the RGB-D camera, such as Microsoft Kinect.
Body tracking with the Kinect device has been possible for
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some time now. However, the potential of this technology
could not be fully exploited in VR. The data obtained from
this sensor are often affected by jitter [17], inconsistent
tracking [17], [18], cannot handle occlusion (some body
parts are not visible for the sensor) [14], [19]–[21], and suffer
from high latency [12], [22], [23]. The tracking depends on
the position of the device and Field-of-View (FoV), making
it difficult to see and to track all body parts. The Kinect
can extract the skeleton of the user accurately when the
user is facing the sensor and struggles when the user is
only visible from the side [20]. These challenges are even
more obvious in room-scale VR applications. To track users
regardless of their orientation, multiple Kinect devices are
required. Previous work presented fusion strategies to com-
bine multiple Kinect devices to either track a single user [13],
[24] or multiple users [4], [17].

More precise motion capture technology is based on
multiple markers and cameras. A marker-based motion
capture system either requires attachment of small retro-
reflective markers to a bodysuit which are then tracked by
infrared (IR) cameras [1], [8], [9], [25] or to use LED markers
attached directly to the body [26]. Therefore, markers or
sensors must be tied to the key points of the body to track
the movements of the bone joints over time. Such a system
is very accurate [1], [17]; however, it can cause discomfort
since the user must wear a tight suit [17], [27] and it can be
very expensive [9], [17].

Alternatively, an inertial measurement unit (IMU), which
typically consists of a gyroscope, an accelerometer, and a
magnetometer, can be easily bound to the user’s body [21].
Such a system can track body movements in real-time [28]
and is inexpensive [29], [30]; however, IMUs usually suffer
from drift [28], [30].

To experience an immersive VR, the user must wear
a novel HMD, such as the Oculus Rift CV11 or HTC
Vive2. Both HMDs provide a high-definition resolution of
2160× 1200 pixels, split between each eye with a wide FoV
of 110◦ and a high refresh rate of up to 90 Hz. Users can
experience the VR while seated (in a chair) or by physically
walking around. External tracking allows the user to walk
around freely. Recent studies already provided significant
evidence that the room-scale VR configuration leads to
higher immersion [31].

When motions are tracked in real-time, it is possible
to reconstruct a full-body avatar. The users wearing a VR
headset can then view an avatar from a first- or third-person
view. A study by Bodenheimer and Qiang [7] shows that
different forms of virtual avatars alter the user’s perception
and attitude. Realistic representations of full-body avatars
can increase the sense of embodiment [8]–[10]. Representing
a full-body avatar has a significant influence on the behavior
of the user and can increase the sense of presence [15], [22].
Eye tracking will further enhance the sense of presence in
a virtual world shared between two users [32]. Moreover,
tracking of lips can also be essential to improve the level of
embodiment [33].

The paper is organized as follows. In Section 2 we
describe the method of selecting papers, tracking and rep-

1https://www.oculus.com, last visited on October 9th, 2018
2https://www.vive.com, last visited on October 9th, 2018
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Publications returned from a database search
(n=854)

IEEE Xplore: 63     PubMe: 13
ACM: 664 Scopus: 114

Title and abstract screening
(n=129)

IEEE Xplore: 24     PubMe: 1
ACM: 85     Scopus: 19

Full-text publications screening on inclusion 
and exclusion criteria

(n=135)

53 full-text publications selected and analyzed

Publications excluded (n=82) with reason: 
no full-body representation of the avatar 

(n=57), no usage of VR HMD (n=18), 
review (n=3), books (n=2), keynotes (n=2)

Additional publications (n=6) identified 
through other sources

Fig. 1. PRISMA [34] flowchart of the results from the literature search.

resenting a full-body avatar in VR. In Section 3, we present
the results of research publications which meet our require-
ments and discuss them in Section 4. We conclude our paper
in Section 5.

2 METHODS

We searched for publications matching the following key-
words: virtual reality AND (full-body tracking OR motion
tracking) AND (head mounted display OR headset), published
since January 1st, 2013 (release of the Oculus DK13). The
search was performed on February 7th, 2018 and again on
September 29th, 2018. Inclusion criteria were: a) the applica-
tion reconstructs full-body movements; b) the system tracks
body movements; c) the application transforms the user’s
motions onto a virtual avatar; d) research publications were
published in the past six years; e) research publications are
written in English. Exclusion criteria were: a) the application
represents only a part of the body; b) the application does
not utilize a VR HMD; c) reviews; d) keynotes; e) books:

• IEEE Xplore: 63 publications, of which we excluded
49 publications due to the described criteria above,
leaving us with 14 publications

• PubMed: 13 publications, only one additional publi-
cation meets our criteria

• ACM: 664 publications, 26 additional non-duplicate
publications using the same criteria

• Scopus: 114 publications, six additional non-
duplicate publications using the same criteria

Figure 1 shows an overview of the literature search. First,
we reduced our corpus to a total of 47 research publications.
Then, we identified six more publications through other
sources that meet our requirements. Finally, we proceeded
to classify the total number of 53 publications in the follow-
ing groups:

1) Markerless Motion Capture Systems: Publications
using motion capture systems based on time of
flight, such as the Microsoft Kinect4.

3https://www.kickstarter.com/projects/1523379957/oculus-rift-
step-into-the-game/posts/440293, last visited on October 9th, 2018

4https://support.xbox.com/en-GB/browse/xbox-360/
accessories/Kinect, last visited on October 9th, 2018

https://www.oculus.com
https://www.vive.com
https://www.kickstarter.com/projects/1523379957/oculus-rift-step-into-the-game/posts/440293
https://www.kickstarter.com/projects/1523379957/oculus-rift-step-into-the-game/posts/440293
https://support.xbox.com/en-GB/browse/xbox-360/accessories/Kinect
https://support.xbox.com/en-GB/browse/xbox-360/accessories/Kinect
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2) Marker-based Motion Capture Systems: Publica-
tions using motion capture suits, such as OptiTrack5

or Vicon6. We also include publications which use
VR devices, such as HTC Vive tracker and controller,
to track movements of the user and thus to recon-
struct a full-body avatar.

3) Motion Capture Systems using IMUs: Publications
using IMU sensors, such as Perception Neuron7,
PrioVR8 or Xsens Inertial Motion Capture system9.

3 RESULTS

In the first step, we studied the full-body tracking methods
used in each publication to classify them in groups. We
noticed that there is a strong focus on using markerless
motion capture systems (29 out of 53) in comparison with
marker-based systems (17 out of 53) or approaches using
IMUs (7 out of 53). Table 1 shows the results of the paper
analysis.

3.1 Markerless Motion Capture Systems
Many research publications use a markerless motion capture
system to reconstruct full-body motions in VR. Body pose
estimation can be done using a single RGB-D camera, such
as the Kinect sensor, e.g., to personalize the furniture by
posing and acting [35], to virtually climb ladders [36], for
cycling-based exergames [23], [37], [38], for collaborative
manufacturing tasks between human and robot [18], as
a training simulation in a classroom [39], as an exposure
therapy for acrophobia (fear of heights) [22], to create role-
playing games [40], for engineering and construction [2], for
task planning [19], for posture recognition [41], and even for
risk perception analysis [42].

Games that are restricted to a single camera limit the pos-
sible in-game experience regarding user interactions [13].
Occlusion can cause discrepancies in tracking when some
body parts are not visible by the Kinect sensor [14], [21].
Another disadvantage of the Kinect is that it can only track
the full-body of users when they are standing at a certain
distance in front of it [43]. Reus et al. [42] propose a solution
to gently force the user to keep their body aligned with
a motion sensor fixed in the real world. The Kinect does
not perform well, especially when the user is not facing the
sensor [19], [20]. To overcome this challenge, some studies
demonstrated the usage of multiple Kinect devices to either
track a single user [13], [24] or to create multiplayer VR
experiences [4], [17].

In multiplayer VR applications, users see their full-body
avatar and also the avatar of other users. Among others,
several studies focus on attempting to develop multiplayer
games by including users without a HMD into the VR
experience. For example, Chou et al. [40] developed a multi-
player game, where one user with the VR headset is playing
a giant. The Kinect device tracks only the motions of this
player. Users without a HMD join forces to defeat the giant

5http://optitrack.com, last visited on October 9th, 2018
6https://vicon.com, last visited on October 9th, 2018
7https://neuronmocap.com/, last visited on October 9th, 2018
8https://yostlabs.com/priovr/, last visited on October 9th, 2018
9https://www.xsens.com/functions/human-motion-

measurement/, last visited on October 9th, 2018

TABLE 1
Classification of research publications, included in this survey.

Motion Capture System Number of Papers

Markerless 29
Marker-based 17
IMU 7

Total 53

through different platforms. A user controlling a catapult
aims at the giant and launches projectiles through smart-
phone sensors such as a gyroscope and an accelerometer. In
another multiplayer setting, a teacher can train classroom
management skills [39]. Similarly, the Kinect device tracks
only the body movements of a trainee wearing a VR headset.
An instructor controls the simulation of a virtual classroom
with 24 virtual agents via a desktop application.

Because the Kinect device cannot recognize hand ges-
tures properly, developers often use this device in combi-
nation with a Leap Motion10 controller [2], [17], [19], [44].
Leap Motion contains a pair of IR cameras and can recognize
the user’s hand in the camera’s FoV. The Kinect sensor can
be used to detect rough body posture (legs, upper body,
arms) and the Leap Motion sensor to detect hand ges-
tures [2]. Research by Leoncini et al. [17] suggests to apply
sensor fusion of multiple Kinect devices and Leap Motion
controllers to enable full-body tracking with direct hand
manipulation. A Leap Motion controller can also be replaced
by a Myo armband11, to recognize hand gestures by tracking
electrical activities of the muscles [15]. In addition to the
Kinect device, one research publication uses a dance pad for
navigation [19]. Table 2 presents details of each study using
a markerless motion capture system.

Because the Kinect does not require to attach additional
sensors on the user’s body, many researchers use this tech-
nology to develop exergames. Hoang et al. [45] present
a VR system for posture or movement training, such as
yoga or dance. The movements of both, the instructor and
student are captured through skeletal tracking by the Kinect
sensor and represented by a stick figure. The student can see
both avatars superimposed. In other words, the student can
mimic the movements of the instructor from a first- or third-
person perspective. Tanaka and Hirakawa [46] developed a
similar exergame, where the player trains in a virtual gym.
A virtual trainer gives advice and encouragement during
the exercises to keep the player motivated to do exercises
effectively.

Further existing exergames used an exercise bike in
combination with a Kinect and a VR headset. Bolton et
al. [37] developed a VR cycling-based exergame inspired
by the arcade game PaperBoy. Shaw et al. [23] developed a
similar exergame to increase user motivation to work out on

10https://www.leapmotion.com, last visited on October 9th, 2018
11https://support.getmyo.com/, last visited on January 23st, 2018

http://optitrack.com
https://vicon.com
https://neuronmocap.com/
https://yostlabs.com/priovr/
https://www.xsens.com/functions/human-motion-measurement/
https://www.xsens.com/functions/human-motion-measurement/
https://www.leapmotion.com
https://support.getmyo.com/
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TABLE 2
Summary of the research publications using a markerless motion capture system.

Author HMD Motion Capture System Avatar Synchronizing Nr. of Players View Latency

Charles [20] Oculus Rift DK2 Kinect Unknown Full-body Single First Zero latency
Bolton et al. [37] Oculus Rift DK1 Kinect Unknown Upper body Single First /
Shaw et al. [23] Oculus Rift DK1 Kinect v1 Sphere Head Single First Not responsive enough
Matsas et al. [18] Oculus Rift DK2 Kinect v1 Realistic avatar Full-body Single First /
Collingwoode-
Williams et al. [33]

Oculus Rift CV1 Kinect v1 Realistic avatar Upper body, lips Single First /

Yan et al. [47] Oculus Rift DK1 Kinect v1 Realistic avatar vs.
stick figure

Full-body Single Third /

Greuter and Roberts [43] Oculus Rift DK1 Kinect v2 Unknown Full-body Single First /
Hoang et al. [45] Oculus Rift DK2 Kinect v2 Stick figure Full-body Multiplayer First and third /
Lee et al. [35] Oculus Rift DK2 Kinect v2 Stick figure Full-body Single First /
Latoschik,
Lugrin et al. [39]

Oculus Rift DK2 Kinect v2 Realistic avatar Full-body Multiplayer
(HMD + desktop)

First 73 ms

Chou et al. [40] Oculus Rift DK2 Kinect v2 Realistic avatar Upper body of one
player

Multiplayer
(HMD + desktop)

First /

Kondo et al. [16] Oculus Rift DK2 Kinect v2 Realistic avatar vs.
feet and hands

Full-body Single Third 80 ms

Liu et al. [41] HTC Vive Kinect v2 Realistic avatar Full-body Single First /
Tanaka and Hirakaqa [46] Oculus Rift DK2 Kinect v2 Stick figure Full-body Single First /
Takala and
Matveinen [36]

Oculus Rift DK1 Kinect, PS Move
controller, Razer Hydra

Realistic avatar Full-body Single First /

Schäfer et al. [22] Oculus Rift DK1 Kinect v1, PS SixAxis
controller

Realistic avatar Full-body Single First /

Reus et al. [42] Sensics zSight HMD Kinect v1, Arduino Realistic avatar Full-body Single First /
Mendes et al. [15] Oculus Rift DK2 Kinect v2, Myo

armband
Realistic avatar vs.
simplified hands

Full-body Single First /

Hilfert and
König [2]

Oculus Rift DK2 Kinect v2, Leap Motion Humanoid avatar Full-body + hand
gestures

Single First Maintaining 75 FPS

Czesak et al. [44] Oculus Rift DK2 Kinect v2, Leap Motion Realistic avatar Full-body + hand
gestures

Single First /

Lin et al. [19] Oculus Rift CV1 Kinect v2, Leap Motion,
Dance Pad

Humanoid avatar Full-body + hand
gestures

Single First /

Tuveri et al. [38] Oculus Rift DK2 Kinect v2, Raspberry PI Realistic avatar Full-body Single First /
Friðriksson et al. [14] HTC Vive Kinect v2, HTC Vive

controllers
Humanoid avatar Full-body Multiplayer First Minimize latency by

predicting user’s
motions

Sra and Schmandt [4] Oculus Rift DK2 Multiple Kinect v1 Humanoid avatar Full-body Multiplayer First /
Leoncini et al. [17] HTC Vive Multiple Kinect v2,

Leap Motion
Stick figure Full-body + hand

gestures
Multiplayer First /

Desai et al. [13] Oculus Rift Multiple Kinect v2 (12) Realistic avatar Full-body Single First <50 ms
Otto et al. [24] Oculus Rift DK2 Multiple Kinect v2,

WiiMote
Humanoid avatar Full-body Single First /

Rhodin et al. [27] Oculus Rift DK2 Fisheye camera attached
to a HMD

Stick figure Full-body Single First 10 -15 FPS

Headleand et al. [48] Oculus Rift DK2 Leap Motion, xBox
controller

Humanoid avatar Arms (the person is
sitting in a wheelchair)

Single First /
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TABLE 3
Summary of the research publications using a marker-based motion capture system.

Author HMD Motion Capture System Avatar Synchronizing Nr. of Players View Latency

Chagué and Charbonnier [49] Oculus Rift DK2 Vicon Realistic avatar Full-body Multiplayer First 250 Hz for tracking
Bodenheimer and Fu [7] NVIS nVisor SX Vicon (8 cameras + 6 markers) Realistic avatar vs.

stick figure
Full-body Single First /

Young et al. [6] Oculus Rift DK2 Vicon (8 cameras + 6 markers) Realistic avatar vs.
floating hands

Full-body Multiplayer First /

Thomas et al. [50] Oculus Rift DK2 Vicon (10 cameras + 15 markers) Stick figure Full-body Single First 39 ms
Egeberg et al. [51] Oculus Rift DK2 OptiTrack (22 cameras + 5 markers) Realistic avatar

(with wings)
Upper body Single First /

Kasahara et al. [1] Oculus Rift DK2 OptiTrack (8 cameras + 37 markers) Stick figure Full-body Multiplayer First ≈ 70 ms
Latoschik, Roth et al. [8] Oculus Rift CV1 OptiTrack Realistic avatar vs.

wooden mannequin
Full-body Single First < 150 ms

Schmidt et al. [52] Oculus Rift DK1 OptiTrack (3 markers) Realistic avatar Full-body Single First < 100 ms
Banakou et al. [10] Unknown HMD OptiTrack (34 markers) Realistic avatar

(adult vs. child)
Full-body Single First /

Peck et al. [9] NVIS nVisor SX OptiTrack (12 cameras) Realistic avatar Full-body Single First 100 Hz
Bourdin et al. [25] NVIS nVisor SX OptiTrack (12 cameras + 34 markers) Realistic avatar Full-body Multiplayer First /
Borland [53] Unknown HMD OptiTrack (12 cameras) Unknown Full-body Single First /
Debarba et al. [26] Oculus Rift DK2 PhaseSpace ImpulseX2 (14 cameras + 4 LED

markers) , PS Move controller
Realistic avatar Upper body Single First /

Jiang et al. [3] HTC Vive HTC Lighthouse sensors (2 Vive controllers) Realistic avatar Full-body Multiplayer First 7 ms
Seele et al. [32] Oculus Rift DK2,

HTC Vive
HTC Lighthouse sensors (2 Vive Controller) Realistic avatar Upper body, eyes Multiplayer First /

Loviska et al. [54] Oculus Rift DK2 Location tracking system, Leap Motion Minecraft avatar Upper body Multiplayer First Noticeable delay
Tan et al. [11] Oculus Rift DK2 Unknown Unknown Full-body Single First /

TABLE 4
Summary of the research publications using IMUs.

Author HMD Motion Capture System Avatar Synchronizing Nr. of Players View Latency

Eubanks et al. [21] Oculus Rift DK1 IMU sensors (17), Nintendo Wii Remote (2) Unknown Full-body Single / /
Podkosova et al. [28] Oculus Rift DK2 PrioVR (11 IMUs) Realistic avatar Full-body Multiplayer / 60 FPS
Malleson et al. [30] Oculus Rift CV1 Perception Neuron Personalized avatar Full-body Single / /
Johnson et al. [29] Samsung Gear VR Perception Neuron (32 IMUs) Unknown Full-body Multiplayer / > 300 ms
Melo et al. [55] Oculus Rift DK2 A tracker and a sensor on the bike Realistic avatar Full-body (only when the feet are on

the pedals and hands on the
handlebar)

Single First /

Caserman et al. [56] Oculus Rift DK2 Embedded inertial sensors of a HMD Realistic avatar Full-body (only when walking on
treadmill and grabbing the handle)

Single First /

Kishore et al. [57] NVIS nVisor SX Xsens Robot Full-body Multiplayer
(HMD + Robot)

First /
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the bike. The game contains a very simple avatar with two
spheres (one for the head and one for the body). However,
not all movements of the virtual body match the movements
of the real body. The game developed by Bolton et al. [37]
only tracks the player’s upper body to detect when the user
throws a newspaper. Both research publications combining
these two hardware components (a Kinect sensor and a
HMD) report some issues. Due to the limitations of the
Kinect sensor, the player has to lean too far in either direc-
tion, possibly causing a too high safety risk [37]. The players
were also frustrated due to the low framerate and non-
instantaneous movement reactions [23]. Tuveri et al. [38]
developed a similar game and used a Kinect device to track
the user’s movements. Additionally, the authors mounted a
Raspberry PI to the exercise bike to sense the user’s cycling
speed.

Due to low FoV of the Kinect device, other researchers at-
tempted to develop new body tracking technologies. Rhodin
et al. [27] present an egocentric markerless motion cap-
ture system. Their system estimates the full-body skeleton
pose from a pair of fisheye cameras attached to the VR
headset. However, their solution reaches only 10 to 15 FPS
and is therefore not capable of full-body tracking in real-
time. For more responsive and accurate tracking, Takala
and Matveinen [36] demonstrate that the Kinect device
can be used together with a PS Move and a Razer Hydra
controller. Other recent studies try to minimize latency by
interpreting and adaptively predicting the movements of
the player [14]. By analyzing the user’s posture and move-
ments, it is possible to understand what the user is doing
to decide how to represent or adapt the actions inside the
virtual environment.

3.2 Marker-based Motion Capture Systems

A marker-based motion capture system utilizes retro-
reflective markers attached to the bodysuit. These markers
are then tracked by multiple IR cameras to provide skeleton
data of a human body [9], [25]. LED markers can also
be directly attached to the body [26]. The motion capture
system reconstructs then the skeleton from observed marker
positions and several cameras, usually eight or more. The
movements of the user can be determined with millimeter
precision [1]. The cameras are typically placed around a
scene to cover the area in which the user will move approxi-
mately. The user must place the markers carefully to prevent
occlusion problems, i.e., in areas that users are unlikely to
touch [49]. Table 3 presents a detailed description of each
study using a marker-based motion capture system.

Since a marker-based motion capture system is capable
of real-time full-body tracking of multiple users, many
authors used this system to develop VR multiplayer appli-
cations or games, e.g., to explore cultural heritage [49], to
control the physical condition of athletes and dancers [1],
and to create a VR shooting game [3]. Further multiplayer
experiences include a co-located social VR game [32] or
allow one person to visit a distant location to interact with
local people there [25]. Furthermore, Young et al. [6] present
a VR experience where one user gives another user a high
five while the users can either see a full-body avatar or only
hands. Moreover, Chagué and Charbonnier [49] combine

the real and virtual world by placing optical markers on
the real-world objects to bring them into the virtual envi-
ronment. For example, a simple cardboard box in the real
world can be represented as an Egyptian chest in the virtual
world. Hence, multiple users can easily interact with the 3D
virtual objects and with other users by using the sense of
touch. Thus, in all these VR applications, multiple users can
share the same virtual environment and can see each other’s
full-body avatar.

It is not always necessary to track all extremities to recon-
struct full-body movements. Egeberg et al. [51] developed a
game in which a player binds markers only on both hands,
shoulders, and hip. Thus, the player can freely move most
of the body parts, apart from the feet. As long as the player
follows the rules of the game, the full-body avatar remains
synchronized with the player. Likewise, in the application
developed by Debarba et al. [26], the user has to stay seated
and is not allowed to move the torso and legs.

Some attempts have been made to reconstruct body
movements with the HTC Vive controllers. Seele et al. [32]
investigate the impact of avatar eye movement on the per-
ceived quality in a social multiplayer VR application. To
track hand movements, both users have to hold two VR
controllers each. Thus, the framework tracks only the move-
ments of the upper body. However, the full-body is still
synchronized because the users are sitting across a table and
do not move their legs. In addition, Jiang et al. [3] introduce
a real-time motion reconstruction and recognition method
by using the position and orientation of the HMD and
two controllers. The upper body reconstruction algorithm
is based on Inverse Kinematics (IK) and the lower body is
based on animation blending. A machine learning approach
(neural network) detects the movements very accurately.
The researchers show that their method can reconstruct
various full-body motions, even though the lower body
animation does not always correspond to the reality, e.g.,
when the player is walking it was sometimes not possible to
determine which foot is in front.

Other recent studies have tried to combine different
motion capture devices, markerless as well as marker-based.
Loviska et al. [54] use the Oculus Rift DK2 headset, a Leap
Motion controller, and an additional camera. The user has
to wear this camera which can track a set of markers. Their
approach allows multiple users to control a single avatar.
However, even though they represent a full-body avatar,
only the motions of the user’s torso and fingers are tracked
and reconstructed.

3.3 Motion Capture Systems using IMUs
An IMU typically consists of an accelerometer (measures ac-
celeration), a gyroscope (measures orientation), and a mag-
netometer (measures magnetism) [21]. Different tracking
systems, such as PrioVR, Perception Neuron or Xsens utilize
IMUs, which can be attached to the users’ body to track
their movements. PrioVR is a body-worn suit with multiple
inertial sensors and two additional handheld controllers.
Perception Neuron provides a Hi5 VR glove with integrated
IMU sensors on the fingers to enable gesture tracking.12 For
positional and orientation tracking of the hand, the user

12https://hi5vrglove.com, last visited on March 12rd, 2019

https://hi5vrglove.com
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has to fasten a Vive tracker to the wrist. Thus, Perception
Neuron combines tracking with IMUs and marker-based
technology to track the hand and fingers accurately. Many
research publications show that IMUs can provide accurate
tracking of the upper and lower body [21], [28]–[30], [57].
Table 4 presents the key findings of each study using IMUs
to track body motions.

Integrated sensors of a HMD can also be used to develop
a real-time step detector [56]. The step detection algorithm
can synchronize the user’s feet while walking or running
on a treadmill. However, the hands are only synchronized
when the user grabs the handle on the treadmill. In another
previous work, the authors equipped an ergometer with a
tracker and a sensor to capture steering and braking infor-
mation [55]. Thus, the players’ movements are synchronized
when they are sitting on the bicycle seat with the feet on the
pedals or standing on the floor. Regardless of whether the
players are sitting or standing, their hands always have to
be on the handlebar. To increase the feeling of presence, the
authors also simulate different senses, e.g., audio as well as
smell.

Recent works show that motion capture data can also be
mapped to a robot, instead of an avatar. Kishore et al. [57]
transfer the full-body motion data of a user onto the limbs
of a humanoid robot located at a distant position. Thus, one
person wearing a HMD and multiple IMUs can interact with
the people through the robot in real-time. Since the user
wearing a HMD can see the people, a simple interaction
such as a hand-shake is possible.

4 DISCUSSION

This paper reviews immersive VR applications developed
over the past six years that use different tracking technolo-
gies to reconstruct full-body movements. In the following
sections, we will summarize key findings, including the
strength of evidence for each important outcome. These
results should help other researchers gain a deeper under-
standing of the tracking technology and explore the design
space of immersive VR.

4.1 Motion Capture Technologies
In recent years, many advancements in motion tracking
technologies have been developed. The developers use these
technologies to create immersive VR applications. Figure 2
summarizes the number of studies using different tracking
hardware. The markerless motion capture system, in par-
ticular, the Kinect device, tends to be the most commonly
used (29 out of 53). The second most used motion capture
technology is marker-based (17 out of 53), followed by IMUs
(7 out of 53).

State of the art research reveals that many studies using
a markerless system combine different hardware to enable
natural full-body interactions as well as recognition of hand
gestures. Many studies use the Kinect as a stand-alone
device (n = 14) or in combination with other devices (n = 9),
such as Leap Motion [2], [19], [44], Myo armband [15], and
other controllers [14], [22], [36], [38], [42]. A few studies
even combine multiple Kinect devices (n = 4) to either track
a single user [13], [24] or to track multiple users simulta-
neously [4], [17]. Thus, almost half of the studies (13 out
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Fig. 2. Overview of tracking technology.

of 27) combine the Kinect sensor with at least one additional
tracking device. Conversely, studies using a marker-based
motion tracking technology usually do not utilize additional
devices. The majority of the studies (13 out of 17) use motion
capture suits whereas two studies reconstruct an avatar
with only Vive controllers [3], [32]. Furthermore, the studies
using IMUs (6 out of 7) typically attach the sensors directly
to the body [21], [28]–[30], [57] or the objects, such as a
bike [55]. Only one study uses no other sensors except for
the embedded inertial sensors of a HMD to reconstruct the
movements [56].

4.1.1 Markerless Motion Capture Systems

Many research publications take advantage of a low-cost
solution, such as the Kinect device (27 out of 29). The
main drawback of the Kinect device is that it is stable only
when the user is facing the sensor or turned away from the
sensor [14], [19]–[21]. Because one of the main features of
VR is the ability to allow the users to look and move in all
directions, the Kinect is not suitable for many immersive
VR experiences. When the user wearing a headset is facing
to the side, the sensor cannot track all body parts reliably.
The sensor cannot handle occlusion when the limbs are out
of sight or when one user stands between the sensor and
another user. Research by Eubanks et al. [21] suggests using
multiple Kinect cameras for a full 360◦ tracing. However,
with numerous devices, tracking problems can occur due to
multiple IR sources for depth recognition. Nevertheless, the
Kinect device is suitable for applications where the users
look only in one direction and as long as they remain in
the FoV of the camera, e.g., for flight simulators or for
interpersonal skills training.

Additionally, the disadvantage of the Kinect device is
that the motion data are inaccurate [42]. In comparison to
Kinect v1, the next generation is more precise and suffers
less from noise [22]. Unfortunately, the Kinect v2 still has
similar tracking issues, including inconsistent tracking [18],
jitter problems, and unreliable data [17]. Hoang et al. [45]
also found a significant error rate using the Kinect v2 for
lower body tracking. These negative characteristics of the
Kinect do not get better when combined with a VR headset.

On the contrary, the resulting problems become much
more apparent. Due to tracking issues with the Kinect
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TABLE 5
Summary of pro and contra for each motion capture system.

Motion Capture
System

Pro Contra Possible Application Szenario

Markerless

Inexpensive [2], [22], [43],
No additional sensors have to
be attached to the user’s body [3]
Simple setup [42], [43]

Cannot handle occlusion [14], [19]–[21]
High latency [12], [22], [23]
Not precise [42]
Inconsistent tracking [17], [18]
Jitter Problems [14], [17]

Suitable if the user only looks in one
direction and remains in the FoV of the
camera, e.g., for flight simulators or for
interpersonal skills training.

Marker-based
Real-Time [58], [59]
High accuracy [1], [17]

Expensive [9], [17], [21]
Intrusive, uncomfortable [17], [27]

Suitable to support a room-scale setup
where the player can walk around freely.
In addition, motion capture suits with
retro-reflective markers are very useful
when multiple users must be tracked
simultaneously.

IMU

Real-time [28]
Inexpensive [29], [30]

Drifting problems [28], [30]
No global position [21]
Intrusive, uncomfortable [17], [27]
Long setup time [21], [27]

Suitable when position data, acceleration,
and velocity measurements are needed,
e.g., motion recognition for training
purposes or rehabilitation.

device, the avatar limbs will jitter, or the user will see
movements delayed. In this case, the full-body avatar will
not correspond to the user’s motions. When the user notices
these inaccuracies from the first-person perspective, this can
decrease immersion and, in particular, reduce the sense of
body ownership. Table 5 summarizes the advantages and
disadvantages of the Kinect device.

As previously mentioned, developers often combine the
Kinect device with the Leap Motion controller to support
natural hand-based gestural interactions. Leap Motion can
be mounted in two positions to track hand gestures. It
can be positioned directly under the hands; this position
works well for desktop applications but is not well suited
for immersive VR applications. The users wearing a HMD
cannot see the device and will not be able to keep the
hands in the tracking area. The users can also mount the
Leap Motion controller on the HMD.13 To track the fingers
correctly, the users must therefore continuously look at their
hands. Since the users know what the hands are doing
without looking at them, they will eventually look away. At
this moment, the Leap Motion controller cannot track the
fingers anymore. Even though lost tracking is not crucial for
motion reconstruction (when the users do not look at the
hands, the hands also do not need to be animated), this can
be unacceptable when interacting with game objects (the
users want to grab and move an object without continually
looking at the hands).

4.1.2 Marker-based Motion Capture Systems
Marker-based motion tracking solutions can track full-body
motions very accurately and reliably [1], [17]. The OptiTrack
system provides a skeletal data stream of the human body
with high precision at up to 360 FPS [58]. The solution using
multiple Vicon cameras is capable of capturing movements
in real-time at 120 Hz with a 16-megapixel resolution [59].
Other solutions achieve an even faster frame rate, however,
with reduced resolution. Full-body motion reconstruction
requires multiple cameras, usually eight or more. The user

13https://store-us.leapmotion.com/products/universal-vr-mount-
pre-order, last visited on October 9th, 2018

has to wear a tight suit with retro-reflective markers. The
skeletal 3D model is then created using the data collected
by the system. Finally, according to the achieved tracking
data, the motions of the user can be mapped to an avatar.
Table 5 summarizes the advantages and disadvantages of
marker-based motion tracking systems.

Motion capture suits with retro-reflective markers are
indeed accurate and very fast. However, the tight suits often
create discomfort [17], [27] and are expensive [9], [17], [21].
Previous work has shown that it is not always necessary to
track all bone joints of the human body to reconstruct full-
body motions. Jiang et al. [3], as well as Seele et al. [32],
suggest only to track the hands with HTC Vive controllers.
The system can then estimate the skeleton of the upper body
by solving the IK problem. Such a solution is very suitable
when the number of attached devices should be reduced to
increase the user’s comfort.

As already discussed in Section 4.1.1, markerless motion
capture technologies (e.g., time of flight cameras) often
cannot handle occlusion. On the contrary, a technology
using multiple markers and cameras provides good tracking
results even under partial occlusions. Thus, the user can
freely move in a room. Such motion capture systems can
be used to support a room-scale setup. A marker-based
system is especially suitable when developing multiplayer
VR experiences. Due to a large number of markers and
cameras, multiple users will not disturb the tracking of one
another. Indeed, the state of the art research also revealed
that most VR applications enabling multiplayer modus also
use marker-based systems (see Section 4.4).

4.1.3 Systems using IMUs
A system that uses IMUs is easy to set up compared to suit-
based motion capture systems. Such a system eliminates
the need for additional cameras. The user must only fasten
multiple sensors on the body. Although IMUs can track
motions in real-time [28] and at low-cost [29], [30], the
research publications use such a system for full-body motion
reconstruction least frequently (7 out of 53).

IMU sensors often suffer from drift and have to be
calibrated many times [28], [30]. Such a system does not

https://store-us.leapmotion.com/products/universal-vr-mount-pre-order
https://store-us.leapmotion.com/products/universal-vr-mount-pre-order
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TABLE 6
Results of the research publications representing different avatar forms.

Author Avatar Form Result

Yan et al. [47] Realistic
avatar vs.
stick figure

The users prefer a real human
shape over a skeleton model.

Latoschik,
Roth et al. [8]

Realistic
avatar vs.
wooden
mannequin

The users rather accept a realistic
avatar which invokes significantly
higher body ownership.

Bodenheimer
and Fu [7]

Realistic
avatar vs.
stick figure

The researchers found no
significant difference between the
avatar forms. Nevertheless, the
representation of an avatar is
essential.

Banakou
et al. [10]

Realistic
avatar
(adult vs.
child)

Depending on whether the users
have a child or adult avatar, not
only their perception but also
their behavior changes.

report or measure any global position and cannot be used
to track any of the user’s physical locomotion or movements
through the real world [21]. Table 5 summarizes the advan-
tages and disadvantages of motion capture systems using
IMUs.

IMUs are particularly suitable when, in addition to the
position data, acceleration or velocity measurements also
are needed. Thus, researchers can use such a system for
accurate motion recognition, e.g., for step detection [56].
Another possible application scenario could be a serious
game for training purposes or rehabilitation where motions
or actions should be recognized.

4.2 Avatar Representation
4.2.1 Avatar Form
A small number of studies (n = 4) represent various forms
of avatars. The results of studies that evaluate the effects of
different avatar representations are detailed in Table 6. The
researchers found that a realistic full-body avatar increases
the sense of embodiment [8], [33], whereby skin tone can
also be important [9].

According to Latoschik, Roth et al. [8] the user prefers
to see a realistic virtual body, rather than a wooden man-
nequin. In their study, each user became an individual,
gender-matched avatar created from 3D scans. Since the
scanned avatars look very human-like, they evoke a signif-
icantly higher acceptance of the virtual body. Yan et al. [47]
complement these results. The researchers show that the
user prefers a real human shape over a skeleton model.
Although Bodenheimer and Fu [7] also evaluated the effect
of the presence of different avatar forms, they found no
significant difference between the stick figure and full-body
avatar. However, they confirm that the representation of an
avatar is nevertheless important. Furthermore, Banakou et
al. [10] discovered that the virtual body size could affect the
perception of the object. The researchers found that when
users experience the virtual world as a child avatar, they
will overestimate the virtual object sizes.

Other recent studies have attempted to show advantages
of a system for rapid acquisition of animated, full-body
avatars [30]. The users are first scanned so that a person-
alized avatar can be created. A high texture fidelity can
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influence the user’s ability to recognize an avatar [60]. Other
recent studies evaluated the impact of having a personalized
avatar in a video game (and not in an immersive VR game).
The results suggest that having such an avatar improves
the subjective experience [61]. Even though the users feel
more connected and engaged, there is no significant effect
on how the user performs. The work of Wauck et al. [62]
further asserts that the appearance of the avatar does not
affect the user’s performance or subjective experience. The
authors themselves suggest that immersive VR can increase
the player’s sense of presence; especially when the player
can control the avatar directly via body movements rather
than by keyboard.

The analysis has yielded some interesting results, reveal-
ing that more than a half of the studies using a marker-
based motion capture system (12 out of 17) or IMUs (4 out
of 7) represent a realistic avatar. Conversely, studies using a
markerless motion tracking system often show a stick figure
(n = 6) or a humanoid avatar (n = 6). Because the Kinect
SDK already provides a stick figure, the developers like to
use them. Besides, the Leap Motion includes some pre-made
hand models for the Unity game engine, e.g., a robot hand, a
hand presented with cubes, and a human hand with realistic
skin texture.14 In addition, movements of a user can also
be mapped to a humanoid robot and not to an avatar [57].
Figure 3 summarizes the avatar representation, regarding
the different tracking technology.

The state of the art research suggests that there is a focus
on using a realistic avatar (n = 30), rather than a stick figure
(n = 9) or even a humanoid avatar (n = 6). Since there
are some contradictory results regarding the avatar form,
further evaluations are required. Future research should
also focus on advanced sensors, to measure the sense of
presence, e.g., using biosensors such as EEG and ECG,
measuring skin temperature, eye-blink rate, pulse.

4.2.2 Full-Body vs. Partial-Body Representation
Among others, several studies focus on attempting to eval-
uate the effect of different avatar representations, i.e., full-

14https://developer-archive.leapmotion.com/documentation/v2/
unity/unity/Unity_Hand_Assets.html, last visited on October 11th,
2018

https://developer-archive.leapmotion.com/documentation/v2/unity/unity/Unity_Hand_Assets.html
https://developer-archive.leapmotion.com/documentation/v2/unity/unity/Unity_Hand_Assets.html
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TABLE 7
The results of research publications comparing a full-body avatar with a partial-body representation.

Author Comparing Result

Mendes et al. [15] Full-body avatar vs. simplified hands Full-body avatar improves the sense of presence; however, simplified
hands-only representation is more effective in performing tasks.

Young et al. [6] Full-body avatar vs. floating hands Results suggest a significantly higher presence for the full-body avatar over
hands-only representation.

Schäfer et al. [22] Full-body avatar vs. no avatar Body tracking and representation of a full-body avatar increase the sense of
presence.

Kondo et al. [16] Full-body avatar vs. feet and hands Visual hands and feet are sufficient to induce illusory body ownership. This
effect is as strong as using a full-body avatar.

body avatar and hands-only representation. Table 7 sum-
marizes the results of the research publications comparing a
full-body avatar with a partial-body representation.

Some of the studies included in this survey suggest that
a representation of a full-body avatar in contrast to hands-
only will significantly improve the sense of presence within
the VR [6], [15]. Makled et al. [63] argue that full-body
animations are much more important than head animations.
Conversely, research by Kondo et al. [16] suggests that a full-
body avatar may not be necessary. The authors state that
representing only hands and feet can be sufficient to induce
body ownership illusion. Mendes et al. [15] also note that
the simplified hands-only representation is more effective
in performing tasks. Because these results are contradic-
tory, more research needs to be carried out in this area.
In particular, more evaluations and comparative studies
investigating the effect of full-body avatars in immersive
VR are necessary.

It is already well known that the sense of agency and
illusion of body ownership will be increased when the users
can see a virtual body from a first-person perspective [9],
[10], [51], [64]. The virtual movements must match the
actual physical movements. Williams et al. [33] observe that
tracking and visualizing the movements of the lips also
can significantly improve the level of embodiment. Debarba
et al. [26] state that bigger FoV (which causes to see the
virtual body more often) does not affect the sense of agency.
However, when the movements of an avatar are either
shown in the past (high latency) or future (prediction), the
user is not able to identify with the virtual avatar [1].

All VR applications included in this survey track the
body movements and represent these motions through an
avatar or a robot. Most studies track only gross body
movements to match the position and orientation of the
extremities. However, some recent studies track not only
arms and feet but also hand gestures. VR applications that
use a markerless motion capture system focus on visualizing
a full-body avatar with the individual fingers [2], [17], [19],
[44]. If the hand gestures should be recognized, one can
primarily use a markerless system such as a Leap Motion
controller. Another possibility would be to use data gloves
(see also Section 4.3.2). Additionally, some attempts have
been made to detect eye movements using a HMD with an
integrated eye tracker [32].

It is not always necessary to track the full-body move-
ments to reconstruct a full-body avatar. Some studies even
limit the motions of some body parts. For example, in some
games, the players can only freely move the upper body

while their feet must remain at the same position during
the entire gameplay [40], [51]. In addition, as described
by Headleand et al. [48], in their study the user sits in
a wheelchair and can move the hands. Because the users
cannot move their legs, the system only tracks their upper
body. The users can use the Xbox controller to steer the
wheelchair and a Leap Motion controller to interact natu-
rally with the virtual environment. Although only some of
the body movements are tracked, a full-body avatar is still
synchronized with the user. Despite these body movement
limitations, the feeling of the embodiment is not affected.

4.3 Level of Immersion

Immersive VR is characterized by interaction between the
user and the virtual environment. Slater and Wilbur [5]
define immersion as the extent to which a system can deliver
an illusion of reality to the user. Thus, an ideal system would
display in all sensory systems.

Only a few studies stimulated multiple human senses,
such as a sense of touch and smell. Table 8 classifies the
different feedback modalities used in the included studies,
e.g., visual, auditory, tactile, and olfactory. All VR applica-
tions included in this survey provided the user with a sense
of agency by visualizing a full-body avatar. In other words,
all studies provided synchronous visual-tactile stimulation
over the body parts. As shown in Figure 4, four studies
using markerless tracking technology include sound effects.
Studies using a marker-based motion capture system often
add auditory (n = 2), tactile (n = 5) or auditory and tactile
(n = 2) modalities. Only one study using IMUs includes the
sense of smell as feedback modality in their system.

To improve the sense of presence in a virtual environ-
ment, the applications should also stimulate other human
senses. There is a considerable potential to improve immer-
sion in VR, e.g., using air fans for wind simulations and
using smell dispenser to stimulate different flavors (sweet,
sour, bitter). Various sensors can be used to stimulate the
mediation of the temperature (warm, cold) or vibration
sensors to stimulate pain.

4.3.1 Auditory

Auditory output (apart from visual, which is included by
all research publications in this survey) is the most common
(n = 11) way to increase immersion. To provide realistic 3D
audio feedback of the environment, the developers usually
use headphones. The modern HMDs, such as Oculus Rift
CV1 and HTC Vive Pro already have integrated 360◦ spatial
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TABLE 8
Level of immersion.

Feedback
Modality

Auditory Headphones [2], [8], [22], [28], [38], [51], [55], [57]
Surround sound system [25]
Unknown [18], [50]

Tactile Passive feedback [28], [32], [49]
Vibrotactile devices [25], [51]
Force Feedback [52]
Interacting with other users [1], [6]

Olfactory Smell dispenser [55]

sound, which makes it easier for the developers to deliver
immersive audio. One study uses a surround sound sys-
tem to play transmitted audio streams from other users,
who were not in the same room [25]. Other studies use
headphones for audio instructions [8], [22], to enable voice
communication between multiple users [25], [28], [57] or for
sound effects to enable a more realistic impression [2].

Most VR applications focus on providing sound effects.
Noise canceling headphones lower the attention focused
on the real environment and thus leads to a higher pres-
ence [22], [55]. Developers should consider using sounds
and music to achieve a higher level of immersion. Especially
ambient sound (e.g., sound of the wind, birds chirp) can give
the user a sensation of being part of the virtual environment.

4.3.2 Tactile
The sense of touch can be stimulated using real physi-
cal objects (passive haptics). Chagué and Charbonnier [49]
demonstrate how users can naturally interact with virtual
objects while touching them in the real world. Therefore,
the researchers place optical markers on the objects to track
them. The player can interact with the objects in the virtual
environment while touching the object in the real world. For
realistic tactile feedback, the two objects (the virtual and the
real one) must have a similar size and surface.

Furthermore, vibrotactile devices fastened to the body
can be used to create haptic feedback, e.g., either to gen-
erate vibrotactile feedback when one user virtually touches
another user [25] or to allow the user to physically feel when
the virtual objects hit them [51]. Vibrotactile solutions in-
clude different VR devices, such as HTC Vive controller [32].
When motion reconstruction is accurate enough, the users
do not need additional devices at all. For example, in co-
located multiplayer VR experiences the users can naturally
interact with each other [1], [6]. They can touch the virtual
body and thus other users.

For more realistic haptic feedback, Schmidt et al. [52]
developed special shoes to experience an actual force
when walking up and down the stairs. To enable interac-
tion with virtual objects, recently many commercial haptic
gloves have been proposed, such as AvatarVR15, VRgluv16,
HaptX17, and Plexus18. Other commercial solutions directly

15https://www.neurodigital.es/, last visited on October12th, 2018
16https://vrgluv.com, last visited on October 12th, 2018
17https://haptx.com, last visited on October 12th, 2018
18http://plexus.im, last visited on January 30th, 2019
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attach small devices on the fingertips to interact and ma-
nipulate VR objects.19 Furthermore, commercial solutions
for full-body haptics were recently introduced, such as
Teslasuit.20

Even though many commercial solutions providing a
realistic sense of touch exist, only a few studies focus
on using this haptic technology (n = 8). Tactile feedback
can significantly increase the level of physical possession
and agency. Hence, novel haptic devices can increase the
feeling of presence in VR. Egeberg et al. [51] report that
visuotactile feedback (user can simultaneously see and feel
touch) enhances ownership significantly. Conversely, the
results of the study by Bourdin et al. [25] suggest that
tactile intervention has no impact on the sensation of body
ownership, the presence or behavior. Because these results
are contradictory, more research needs to be done in this
area. Due to recent improvements in haptic technology, we
hope that further studies will investigate the effect of touch
in VR.

4.3.3 Olfactory
Only one study, which developed a cycling-based exergame,
stimulated user’s vision, sense of hearing, and sense of
smell. Melo et al. [55] increased the feeling of presence by
using a smell dispenser so that the user can smell laven-
der when passing the fields. Recently, Feelreal presented
a sensory mask which can simulate hundreds of smells to
immerse the player into a virtual world.21

4.4 Number of Players
There is a growing trend of creating true multiplayer VR
applications. A true multiplayer application tracks the body
movements of multiple users simultaneously. All these users
wear a HMD and can see each other. In other multiplayer
VR applications, only one user can view the virtual environ-
ment via a HMD. Other users without a HMD (non-HMD
users) can influence the application from outside.

19https://www.gotouchvr.com/, last visited on October 12th, 2018
20https://teslasuit.io, last visited on April 26th, 2018
21https://feelreal.com, last visited on October 12th, 2018

https://www.neurodigital.es/
https://vrgluv.com
https://haptx.com
http://plexus.im
https://www.gotouchvr.com/
https://teslasuit.io
https://feelreal.com
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Fig. 5. Overview of the research publications enabling multiplayer mode.
In a true multiplayer VR application, multiple users are wearing a HMD.
The application tracks the body movements of all these users. In other
multiplayer applications, only one user is wearing a HMD and the non-
HMD users can influence the VR application from outside.

4.4.1 True Multiplayer Applications
One-fourth (13 out of 53) of research publications included
in this survey developed a true multiplayer VR application.
As shown in Figure 5, almost half of the studies using a
marker-based motion capture system developed a multi-
player VR experience (7 out of 17). Only four studies using
a markerless motion capture system [4], [14], [17], [45] and
two using IMUs [28], [29] developed a collaborative virtual
environment. Most multiplayer applications (n = 9) allow
co-located users to interact with each other in a shared
virtual environment [1], [4], [6], [17], [28], [29], [32], [49],
[54]. In some minor multiplayer VR applications (n = 2), the
users are located in separate rooms [25], [45].

When developing true multiplayer VR games, it is es-
sential to reconstruct the full-body motions in real-time. The
players wearing a HMD cannot see the real world and, in
particular, not the other players. Therefore, it is necessary to
track the full-body motions of all players to visualize virtual
avatars. By presenting a full-body avatar to each player, a
team can communicate and interact much better with each
other, e.g., through the recognition of different gestures [3]
or eye-tracking [32].

One of the main challenges when developing multi-
player games is latency. The VR system must distribute a
large amount of tracking data of each user while keeping
perceived latency as low as possible. When latency is notice-
able, it can negatively affect the gameplay experience [29].
The results of our analysis suggest that many multiplayer
VR applications are using a marker-based system (7 out
of 13) because such a system provides tracking data in
real-time and is very accurate. Thus, developers should
consider using marker-based systems when developing true
multiplayer games to track multiple users simultaneously.

4.4.2 Multiplayer Applications that Include non-HMD Users
Only a small number of applications (3 out of 53) include
non-HMD users into the VR experience. Such applications
create an entirely different VR experience. Two studies
developed a multiplayer application, where one user can
view the virtual environment via HMD. The motion track-
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Fig. 6. The Oculus Rift is the most frequently used HMD, followed by
HTC Vive and NVIS nVisor SX.

ing system tracks only the body movements of this one
player. Other users can interact with the player through a
smartphone [40] or a desktop application [39]. Thus, these
users do not wear a HMD and their movements are not
tracked.

One further study developed a framework where a user
wearing a HMD can interact with people at a distant loca-
tion [57]. The system tracks body movements of this one
user and transfers them onto the limbs of a robot. The user
can see the people via the HMD and can thus interact with
them via the robot.

4.5 Head-Mounted Display Technology
Figure 6 summarizes the utilization of different HMDs. Note
that one research publication used two different HMDs,
Oculus Rift DK2 and HTC Vive. We classified the involved
headsets into three categories:

• Oculus Rift (n = 41): including DK1, DK2, and CV1
• HTC Vive (n = 5)
• Other: NVIS nVisor SX (n = 4), Sensics zSight HMD

(n = 1) and Samsung Gear VR (n = 1). Two research
publications did not specify which HMD they used
in their research.

Oculus Rift DK2 is by far the most frequently used HMD
(n = 28). However, it does not support 360◦ tracking, has
limited tracking space and no motion controller. Modern
HMDs, such as Oculus Rift CV1 and HTC Vive are used less
frequently. Both HMDs have the same technical specifica-
tions and rely on an embedded IR tracking system to enable
positional and rotational tracking. HTC Vive requires two
Lighthouse sensors to track the Vive devices in a big room
up to 15 × 15 feet whereas the Oculus Rift CV1 requires
even three sensors to provide a 360◦ tracking.22 However,
Oculus Rift CV1 and HTC Vive were both first released in
2016. Because the majority of the studies were published in
2016, both HMDs were not always yet available.

One of the main advantages of the HTC Vive is room-
scale tracking. This feature is particularly beneficial for

22https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-
htc-vive/, last visited on October 9th, 2018

https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
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TABLE 9
Summary of the research publications using a wireless solution.

Author Nr. of Players Main Findings

Greuter and
Roberts [43]

Single Backpack with a tablet
computer

Yan et al. [47] Single Wearable transmitting
system

Schmidt et al. [52] Single Backpack with a laptop
(carried on the front)

Eubanks et al. [21] Single Backpack with a laptop;
theoretically infinite
tracking area

Chagué and
Charbonnier [49]

Multiplayer Backpack with a laptop

Podkosova et al. [28] Multiplayer Backpack with a laptop;
huge tracking area
(200 m2)

Leoncini et al. [17] Multiplayer Client-server network
Johnson et al. [29] Multiplayer Client-server network;

mobile HMD

creating immersive VR experiences, where the user can
walk around to explore the virtual environment freely.
Additionally, users can use VR controllers to interact with
game objects. As already previously mentioned, only two
studies [3], [32] used Vive controllers to reconstruct the body
motions and to visualize a full-body avatar. To the best
of our knowledge, no research publication uses an Oculus
Touch controller to enable full-body tracking.

4.5.1 Wireless vs. Wired

One of the biggest limitations of the HMDs are the attached
cables that break the sense of presence and restrict the free-
dom of movement. The two most commonly used HMDs
in this survey, Oculus Rift and HTC Vive, are both wired.
Especially in co-located multiplayer games, the cables at-
tached to the various devices affect health and safety. The
users will eventually stumble over cables belonging to the
HMD they are wearing. More likely, they will stumble over
cables belonging to the other users. In particular, the cable
attached to the HMD, can also break the sense of presence
and significantly limit the freedom of movement [49]. One
option is to attach the cables to the ceiling so that there are
no cables on the floor. However, such a structure can be
complicated.

A small number of studies (n = 8) suggest wireless
solutions to enable VR experiences without disturbing ca-
bles. As it can be seen in Table 9, several studies used a
backpack, where a laptop or tablet computer is connected to
a VR headset [21], [43], [47], [52]. Multiplayer applications
additionally have to distribute the tracking data to the
server and other clients over a wireless network [28], [49].
With a mobile HMD, such as Samsung Gear VR, a wireless
solution is ensured [29].

Wireless solutions significantly reduce trip hazards for
the players [43]. For example, Yan et al. [47] show that
wireless solutions can be used to practice dance movements
in VR. With a wireless solution, the developers can thus
increase the freedom of movement. Wireless solutions are
especially advantageous to enable collaborative experiences
in a large virtual environment [28]. Half of the studies using

a wireless solution (4 out of 8) are also a multiplayer VR
application.

The analysis has yielded some interesting results, reveal-
ing that many multiplayer VR applications use a wireless
solution. Hence, the results suggest that there is a trend
of developing wireless solutions, mainly when supporting
multiplayer mode. The developers should consider using
a wireless solution when they aim to achieve a 360◦ free
movement. Recent advances in VR technologies have al-
ready contributed to the advancement of HMDs. For exam-
ple, HTC Vive recently released wireless adapters that can
be used for Vive and Vive Pro HMDs.23 Likewise, Oculus
announced in 2019 a new HMD (Oculus Quest), that is
standalone.24 This improvement in VR technology makes
it easier for developers to create multiplayer VR games. We
believe that in the future more VR games will be developed
where the user can freely move around without disturbing
cables.

4.6 First vs. Third-Person Perspective
HMDs can show multiple viewpoints to the user, including
a first- or third-person perspective. On the one side, from the
first-person perspective, the users can look down and see
their virtual body as they would in the real world. Previous
work already validated that the first-person perspective
enhances the sense of embodiment [9], [10], [33]. On the
other side, from the third-person perspective, the users will
see the full-body avatar which is positioned somewhere
in the virtual world [47]. As in common non-immersive
virtual environments, the avatar can be placed in front of
the viewer, so that the user can observe it from behind. The
third-person perspective can also reduce the probability that
cybersickness will occur [65]. However, Maselli et al. [66]
recently found that looking at the avatar from the third-
perspective will inhibit the illusion of body ownership.

The majority of studies included in this survey (46 out
of 53) visualize the full-body avatar only from the first-
person perspective. Two further studies represented the
avatar from the third-person perspective. Yan et al. [47]
developed a dance-based exergame in which the dancers
can observe themselves from external self-image. In another
study, the users can see the avatar 2 m in front of and facing
away from them in a virtual room [16].

One further publication evaluated the effect of both per-
spectives. Hoang et al. [45] show the significant advantage
of the first-person over the third-person perspective in VR.
In this study, the users with the HMD must imitate a virtual
instructor performing different poses, which they can see
either from the first- or third-person view. Body postures
are either prerecorded or shown by an expert in real-time.
Thus, the users can see through a HMD their movements
superimposed with the movements of the instructor. How-
ever, additional results of the study indicate that the mean
completion time is significantly higher for the users who can
see the avatar from the first- compared to the third-person
view. Thus, viewing the avatar from the first-person view

23https://www.vive.com/us/wireless-adapter/, last visited on Jan-
uary 22th, 2018

24https://www.oculus.com/quest/, last visited on January 22th,
2019

https://www.vive.com/us/wireless-adapter/
https://www.oculus.com/quest/
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takes more time. The authors also found that the first-person
perspective does not receive high preference ranking, com-
pared to more traditional methods such as video calls (e.g.,
Skype). This result could have been specific to the tasks or
the poor quality of the Kinect tracking technology.

Thomas et al. [50] conducted a similar study comparing
different perspectives. The findings suggest that the tasks
will be performed differently when the user sees the avatar
from a first- or third-person perspective. Here, the user
can view the avatar from the first-person when wearing
a HMD and from the third-person when watching a 3-D
TV. Especially when the movements of the player cannot
be translated into the VR accurately and in real-time, the
third-person perspective can be beneficial.

These results suggest that during learning, it is not
always necessary to create a first-person experience to be
effective. In a 2016 study, the outcomes nevertheless showed
that the users prefer a first-person over the third-person
perspective [45]. Desai et al. [13] have expressed a similar
view. In their study, however, the researchers investigated
an effect of visual quality between the first-person view on
a HMD compared to the third-person view on a 3-D TV.

The analysis regarding the perspective shows that there
is a strong focus on visualizing the avatar from the first-
person view when developing immersive VR experiences.
However, according to [45] and [47], the third-person view
can be beneficial for VR applications where users have to
learn a particular movement. The users can then see their
movements in a virtual mirror or from behind. For other VR
applications, especially those requiring interaction between
users, a first-person view should be used. The state of
the art research also revealed that in most multiplayer VR
applications the users could view their virtual body from
the first-person view and can thus naturally interact with
other users.

4.7 Latency

End-to-end latency refers to the total time between the
physical movement and the update of the corresponding
image that reflects that movement [67]. In other words,
latency indicates the time between a user’s motion and the
time when this motion is visible on the HMD. High latency
of the HMD can cause cybersickness [68]. Additionally,
a significant delay between a physical movement and an
output image can negatively affect the sense of presence
and will thus reduce immersion [69].

Only one-third (18 out of 53) of the research publications
measured end-to-end latency or specified at least the FPS
at which the VR application runs. Most studies measured a
very high value of 39 ms and above. Only one study could
reconstruct the full-body motions in 7 ms [3]. For a real-
time application and especially for VR, the delay should not
exceed 20 ms [70].

Previous work has already shown that high latency
will reduce the sense of body ownership. In the study
conducted by Kasahara et al. [1], movements of the avatar
body were intentionally represented in the past or future.
The authors make clear that body ownership disconnects
when the users perceive the discrepancy between their body
and the virtual body. The users notice a delay between real

and virtual movements at approximately 30 ms. When the
virtual movements are presented 25 to 100 ms in the future,
the users perceive their virtual avatar as lighter. In both
cases (movements presented in the past or future), the sense
of ownership could not be preserved.

4.7.1 Latency of Markerless Motion Capture Systems
Because the Kinect device runs at 30 FPS25, tracking with
this device results in higher end-to-end latency compared
to expensive motion capture suits. This low framerate is
only poorly compatible with VR applications which require
to run at 90 FPS.26 The latency of the Kinect v2 in combi-
nation with a VR headset has been reported to be even
higher, between 60 and 80 ms.27 In general, combining a
large sensing space with high accuracy leads to substantially
higher latency. For example, end-to-end latency of Oculus
Rift and Leap Motion is as high as 125 ms, whereas end-to-
end latency of Oculus Rift and Kinect is 169 ms [12]. The
VR latency should ideally not be more than 11.11 ms (90 Hz)
since this would satisfy the refresh rate of the HTC Vive and
Oculus CV1. Using the Kinect sensor will eventually result
in non-instantaneous responses, which leads to negative
feedback about the controls [23]. The low framerate will not
only deteriorate the VR experience but will also eventually
cause cybersickness [22], [23].

Due to its high latency, the Kinect device is often not
sufficient for full-body reconstruction in immersive VR.
Even though the most research publications using the Kinect
device claim that their application can track and visualize
the full-body avatar in real-time and with only a low delay,
the fact that the Kinect runs at 30 FPS cannot confirm this
assumption. The latency of the Kinect is way too high to
satisfy the requirements of the immersive VR. As already
discussed before, the VR applications need to maintain
90 FPS. Tracking with Kinect can still be suitable, when used
together with another device, such as HTC Vive controllers.
These controllers are much more responsive and can be
used to track the hands. Using sensor fusion strategies to
combine full-body tracking along with hand-tracking can
be a solution.

4.7.2 Latency of Marker-based Motion Capture Systems
Other research publications use marker-based motion cap-
ture systems with accurate position and orientation track-
ing. The commercial systems, such as OptiTrack and Vicon
promise imperceptible latency of below 10 ms [58], [59].
However, most authors using motion capture suits never-
theless report a higher end-to-end delay, between 39 and
150 ms [1], [8], [50], [52]. In other words, most applications
that use expensive marker-based systems achieved different
results, most of them above the ideal value. Only one
publication, using two Vive controllers to reconstruct full-
body motions reported latency of below 7 ms [3].

25http://www.imaginativeuniversal.com/blog/2014/03/05/
quick-reference-kinect-1-vs-kinect-2/, last visited on October 10th,
2018

26https://www.newegg.com/vr/guides/find-out-if-your-pc-can-
handle-vr.html, last visited on October 10th, 2018

27https://www.reddit.com/r/oculus/comments/2au31o/
kinect2_latency_is_6080ms_video_included/, last visited on October
10th, 2018

http://www.imaginativeuniversal.com/blog/2014/03/05/quick-reference-kinect-1-vs-kinect-2/
http://www.imaginativeuniversal.com/blog/2014/03/05/quick-reference-kinect-1-vs-kinect-2/
https://www.newegg.com/vr/guides/find-out-if-your-pc-can-handle-vr.html
https://www.newegg.com/vr/guides/find-out-if-your-pc-can-handle-vr.html
https://www.reddit.com/r/oculus/comments/2au31o/kinect2_latency_is_6080ms_video_included/
https://www.reddit.com/r/oculus/comments/2au31o/kinect2_latency_is_6080ms_video_included/
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TABLE 10
Summary of research publications reporting the level of cybersickness.

Author Reported
cybersickness

Condition

Shaw et al. [23] Increased (severe
nausea)

Sitting, driving a
bicycle

Debarba et al. [26] No Sitting
Schäfer et al. [22] Low Standing

(teleporting)
Latoschik,
Lugrin et al. [39]

Unknown Standing in place

Eubanks et al. [21] Low (general
discomfort and
fullness of head)

Standing (natural
walking)

The analysis on tracking in VR revealed that marker-
based motion capture systems are very well suited to re-
construct motions in real-time. These systems, in particular,
can be used for multiplayer VR experiences. When multiple
users have to interact with each other, it is essential that
the users perceive little to no delay. Since latency is crucial
for immersive VR experiences, it is essential to keep this
aspect in mind. The developers should consider the time at
which the motion occurs until the corresponding movement
is mapped onto the avatar and displayed on the HMD.
Research by Jiang et al. [3] suggests reducing latency by
pre-processing sensor data. Likewise, Friðriksson et al. [14]
propose using motion prediction algorithms to minimize
delays. In the future, developers and researchers should
focus on proposing more strategies to reduce latency in
immersive VR applications.

4.7.3 Latency of Systems using IMUs
Only one study using IMUs measured end-to-end la-
tency [29]. According to the authors, end-to-end latency of
approximately 300 ms was reported as noticeable and had
a negative impact on the gaming experience. The results
suggest that a solution using a smartphone-based HMD and
Perception Neuron motion capture system is not sufficient
for real-time full-body motion reconstruction in VR.

In a study by Podkosova et al. [28], the authors did not
explicitly measure latency; they nevertheless specified the
rate at which the avatars were synchronized between the
users (60 FPS). The researchers conclude that the interac-
tions between the user and virtual objects did not reveal
noticeable latency between haptic feedback and graphics.

4.8 Cybersickness
A minority (5 out of 53) studies included in this survey fo-
cused on evaluating cybersickness. Only one study reported
increased symptoms in which one participant had to abort
the evaluation due to severe nausea [23]. The evaluation
results of cybersickness are detailed in Table 10.

4.8.1 Sitting Condition
Increased cybersickness was reported in a cycling-based
exergame in which the player was cycling down ramps
or falling down pits [23]. When driving uphill, the players
mentioned no discomfort. According to the researchers, this
is because the players feel in control when driving upwards.

Additionally, the authors report too high latency and note
that the full-body motion controls in VR are not responsive
enough. Garcia et al. [68] argue that the high latency of
the HMD can cause cybersickness. Because the authors use
Oculus Rift DK1 (60 Hz) and Kinect v1 (30 FPS), this can
be the reason for the high latency and thus the increase in
cybersickness.

In contrast, Debarba et al. [26] report no cybersickness. In
this study, the participants were sitting. Compared to [23],
the VR experience in [26] did not force any movement
upon the user. The researchers evaluated the impact of FoV
(106◦ or 180◦ vertical FoV) on cybersickness and found no
significant difference [26]. Thus, bigger vertical FoV does
not increase the probability of cybersickness.

4.8.2 Standing Condition
None of the research publications allowing the participants
to stand and walk around reported increased cybersickness.
Two studies reported only low cybersickness [21], [22].
The developers can alleviate cybersickness by allowing the
user to walk in the physical space naturally (see also Sec-
tion 4.8.3). If the users in VR can see and feel the same mo-
tion, the probability that cybersickness occurs is very low.
In addition, teleportation can also reduce the probability of
cybersickness [22]. When teleporting, the users can move by
pointing to some location in the virtual environment. The
users can select the desired position by pressing a button
and immediately teleport there when the button is released.

4.8.3 Reducing cybersickness
Capturing of user’s motions and representing a full-body
avatar not only enhance immersion but also reduce cyber-
sickness [65]. Maintaining low latency will diminish the
probability of discomfort caused by cybersickness. Cyber-
sickness can also be reduced when the VR game is played
from the third-person perspective [65]. From the third-
person perspective, the user wearing a HMD can cover a
large virtual environment with a much smaller movement
in the physical space. Because the user does not necessarily
have to move much, the probability that cybersickness will
occur is much smaller. For example, for the low sensory
conflict condition, the developers of a very popular VR
game Lucky’s Tale28 represent the character from the third-
person perspective. Additionally, some attempts have been
made to add a virtual nose to reduce cybersickness.29

VR experiences in which the users remain seated, how-
ever, their virtual position moves, are more likely to induce
nausea symptoms. When the movement is forced upon the
user, the physical and virtual movements do not match. This
problem is also known as the sensory conflict theory [71]. The
cybersickness will especially occur when the user does not
use head movements to rotate the virtual scene, but some
input device, e.g., a keyboard, a mouse or a controller. One
possibility is to allow the user to stand and to walk naturally.
When the users can see and feel the same movement, the
probability that cybersickness occurs is much lower.

28https://www.oculus.com/experiences/rift/909129545868758/,
last visited on October 10th, 2018

29https://www.wired.com/2015/04/reduce-vr-sickness-just-add-
virtual-nose/, last visited on October 10th, 2018

https://www.oculus.com/experiences/rift/909129545868758/
https://www.wired.com/2015/04/reduce-vr-sickness-just-add-virtual-nose/
https://www.wired.com/2015/04/reduce-vr-sickness-just-add-virtual-nose/
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TABLE 11
Summary of the evaluation studies. Abbreviations: Tech. Technical evaluation, Usab. Usability test, UX User Experience

Author Evaluation
Method

Number of
Subjects

Charles [20] Tech. The accuracy of the Kinect device
Headleand et al. [48] Tech. Validation study 3 (experts)
Hilfert and König [2] Tech. Performance test
Leoncini et al. [17] Tech. Validation study of the proposed approach
Rhodin et al. [27] Tech. Visibility test of body parts for different camera angle views (Kinect vs. GoPro vs. fisheye camera), runtime measurements

(FPS); detection and pose accuracy
8

Reus et al. [42] Tech. Evaluating drifting and head-body misalignment
Jiang et al. [3] Tech. Latency evaluation; the accuracy of a natural action recognition algorithm based on a neural network to reconstruct a

lower body
3

Thomas et al. [50] Tech. Technical evaluation 17
Podkosova et al. [28] Tech. Evaluation of jitter, update rate, network performance
Malleson et al. [30] Tech. Measuring processing time to create a personalized avatar 12
Johnson et al. [29] Tech. Measuring tracking error for the proposed technique and end-to-end latency
Caserman et al. [56] Tech. The accuracy of a step detector to synchronize feet with the virtual avatar while walking on a treadmill 2
Matsas et al. [18] Usab. Efficiency evaluation 30
Lee et al. [35] Usab. Usability test (e.g., how intuitive and easily the user can personalize furniture using gestures and voice commands) 10
Mendes et al. [15] Usab. Effectiveness of the avatar representation (full-body avatar vs. simplified hands) 24
Otto et al. [24] Usab. Usability test 22 (experts)
Eubanks et al. [21] Usab. Usability test (evaluating cybersickness) 4 (men)
Tuveri et al. [38] Usab. The effectiveness of gamification techniques in immersive VR environments for fitness 22
Chou et al. [40] UX Gameplay evaluation 9
Collingwoode-Williang et al. [33] UX Evaluating the sense of agency and body ownership 40
Desai et al. [13] UX User experience (e.g., gameplay experience) evaluation 25
Egeberg et al. [51] UX Evaluating the sense of agency and body ownership as well as the gameplay experience 30
Bodenheimer and Fu [7] UX Evaluation of the effect and presence of different avatar forms (realistic avatar vs. stick figure) 18
Seele et al. [32] UX Evaluation of the sense of presence 42
Banakou et al. [10] UX Evaluating the sense of agency and body ownership (adult vs. child avatar) 32
Peck et al. [9] UX Evaluating the sense of agency and body ownership 60 (women)
Bourdin et al. [25] UX Body ownership study 44
Kondo et al. [16] UX Body ownership study (full-body avatar vs. feet and hands) 50
Kishore et al. [57] UX User experience (e.g., experience with the robot) evaluation 6
Yan et al. [47] Usab., UX The effectiveness of the training (compared to the regular training); user experience evaluation (e.g., realistic avatar vs.

stick figure)
8

Schäfer et al. [22] Usab., UX Usability test (effect of the body tracking with Kinect, evaluating cybersickness); evaluation of the sense of presence
(full-body avatar vs. no avatar)

42

Melo et al. [55] Usab., UX Evaluating the impact of the body position on the usability of VR environments (e.g., measuring completion time); user
experience evaluation (e.g., satisfaction)

47

Kasahara et al. [1] Tech., UX End-to-end latency evaluation; evaluating the sense of agency and body ownership 29
Latoschik, Roth et al. [8] Tech., UX End-to-end latency evaluation; body ownership study (comparing different avatar representations, realistic avatar vs.

wooden mannequin)
20

Schmidt et al. [52] Tech., UX Validation test (also latency evaluation); gameplay evaluation (e.g., how enjoyable is the VR experience, how realistic is the
proposed method)

12

Hoang et al. [45] Tech., UX Performance evaluation regarding posture accuracy and user’s preference (first-person vs. third-person view) 23
Shaw et al. [23] Tech., Usab. A technical evaluation comparing four tracking methods; evaluating cybersickness
Debarba et al. [26] Tech., Usab., UX A technical evaluation comparing different FoV (e.g., time and precision); evaluating the impact of FoV on cybersickness;

evaluating the sense of agency and body ownership
6

Young et al. [6] Tech., Usab., UX Accuracy measurement (e.g., offset distance); effect of the avatar representation (full-body avatar vs. hands-only);
evaluation of the sense of presence

16

Latoschik, Lugrin et al. [39] Tech., Usab., UX End-to-end latency evaluation; usability test (e.g., intuitive use and task load, performance, cybersickness); evaluation of
the sense of presence
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Another possibility to reduce cybersickness is to use real-
time motion capture technology. In future work, the re-
searchers should also focus on evaluating the correlation be-
tween cybersickness and personal factors, such as age, gen-
der, and experience playing 3D (immersive) video games.

4.9 System Evaluation
The included publications are classified into four groups,
based on their evaluation status: a) no evaluation (n = 13);
b) technical evaluation (n = 12); c) usability test (n = 6),
and d) user experience evaluation (n = 11). Three studies
evaluated usability and user experience. Four further stud-
ies conducted a technical and a user experience evaluation.
One study performed a technical evaluation and a usability
test whereas three studies conducted all. Table 11 illustrates
the systems evaluation status in detail.

The sample size, especially in the studies evaluating
either user experience or usability, ranges from 2 to 50,
whereas one study [9] involved even 60 subjects. As one
can see in Table 11, almost all studies exceed the minimal
sample size. Virzi [72], for example, points out that 80% of
the usability problems will be detected with four or five
participants. Faulkner [73] suggests that at least ten subjects
are needed, and with 20 subjects the percentage of problems
revealed will be increased to 95%.

The analysis in this survey also reveals that only two
studies evaluated with experts: one study did a usability
test [24] and another study did a technical evaluation [48].
Other studies were conducted with students whereas one
study involved only women [9] and another study only
men [21].

4.9.1 Usability evaluation
The usability evaluation was conducted with regard to
the following aspects: intuitiveness, effectiveness, and ef-
ficiency. Lee et al. [35] evaluated how intuitive and easily
the user can use gestures (tracked by a Kinect device)
and voice commands to personalize furniture. Latoschik,
Lugrin et al. [39] also evaluated intuitive use of their system.
Further studies evaluated the effectiveness of the VR-based
training compared to the regular training [47], the effect
of the therapy using a markerless motion tracking technol-
ogy [22], and the effectiveness of gamification techniques in
immersive VR for fitness [38]. Matsas et al. [18] evaluated
efficiency, whereby the users had to follow the moving vir-
tual hand, which defines the movement pattern of the task.
Furthermore, two studies [6], [15] evaluated the effect of the
avatar representation by comparing a full-body avatar and
hands-only representation (see also Section 4.2). In a study
conducted by Melo et al. [55], the researchers evaluated the
impact of the body position on the usability of VR environ-
ments. Additional studies evaluated cybersickness [21]–[23],
[26], [39] (see also Section 4.8).

4.9.2 Technical Evaluation
In the technical evaluation, a few studies measured end-
to-end latency [1], [3], [8], [29], [39] (see also Section 4.7).
Further studies evaluated the accuracy of body tracking,
e.g., the accuracy of the step detector [56], the accuracy of
a natural action recognition algorithm [3], the accuracy of

the Kinect device [20], the posture accuracy [45], and the
accuracy of high fiving while either seeing the full-body
or only hands [6]. One study evaluated the effects of FoV,
i.e., how big a camera angle view should be to see the
full-body [27]. In another study, the researchers compared
different FoVs to understand how this affects the relation
between the virtual body and environment [26]. Further
works validated the design of the shoe which allows the
user to experience physical elevation [52], the fidelity of
the virtual wheelchair’s functionality [48] or the proposed
approach of multiple Kinect devices [17].

4.9.3 User Experience

When evaluating user experience, many studies (n = 9)
evaluated the sense of agency and body ownership. The ma-
jority of the studies represent a realistic avatar [9], [10], [16],
[25], [26], [33], [51]. One study compares the representation
of a realistic avatar over a wooden mannequin [8] whereas
another study [1] shows only a stick figure.

Some research publications also focus on the sense of
presence [6], [32] or even analyze whether different avatar
forms (gender-matched vs. a simple skeleton avatar) af-
fect judgment [7]. One study analyzes which viewpoint is
preferred by the user (comparing first- and third-person
view) [45]. Furthermore, some attempts have been made to
investigate the level of immersion [22], [39] or the experience
between a human and a humanoid robot [57]. Many studies
developing VR games evaluated gameplay experiences [13],
[40], [47], [51], [55].

The state of the art research revealed that most research
publications evaluate user experience (n = 21). Some of
them compared different avatar forms (see Section 4.2.1),
whereas others evaluated the effect of a full-body avatar
over a hands-only representation (see Section 4.2.2). How-
ever, none of them evaluated different tracking technologies.
A direct comparison between a motion capture suit such
as Vicon or OptiTrack and a Kinect device could provide
further useful information regarding body ownership or
sense of presence.

5 CONCLUSION

In this paper, we have reviewed the state of the art research
on tracking motions of the user to reconstruct a full-body
avatar. The research activity in this particular area has sig-
nificantly improved in recent years. We included 53 studies
that met our criteria and discussed the potential of full-body
motion reconstruction in VR applications. Our findings in-
dicate that even though it is known that markerless motion
capture systems, such as the Kinect device, suffer from
high-latency, noise in skeleton tracking, and cannot handle
occlusion, the majority of studies still use such a system. The
second most common technology to track the movements in
real-time, and with high accuracy, is a marker-based motion
capture system, such as OptiTrack and Vicon, followed
by systems using IMUs. The results also show that many
studies combine different tracking technologies. Almost half
of the studies using a Kinect device utilize at least one
additional body tracking device or a controller, such as
Motion Leap or Myo armband. Conversely, studies using
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marker-based systems usually utilize no additional devices
to enable natural interactions with the virtual environment.

The analysis shows that most users prefer a realistic or a
humanoid avatar, unlike a stick figure. It has been confirmed
by many studies that body tracking and representation of
a full-body avatar increase the sense of presence. A small
number of studies evaluated the effect of a full-body avatar
and hands-only representation. Compared to hands-only
representation, the full-body avatar induces a significantly
higher sense of presence [6], [15], although there is some
contradictory evidence [16]. We hope that in the future more
VR applications will reconstruct full-body movements to
demonstrate the benefits of using motion capture technolo-
gies in VR applications.

The analysis also revealed some interesting results re-
garding latency. Unfortunately, most studies do not measure
end-to-end latency of their VR application; and those that
did mostly reported too high delay. When developing VR
applications, the developers should thoroughly consider the
total delay from the time motion occurs, to the time the
results of that motion are displayed on a HMD. High end-to-
end latency not only causes cybersickness but will also break
the sense of presence. Thus, the developers should always
try to ensure a high frame rate and low HMD latency.

Apart from the fact that high latency is one of the most
significant limitations of most VR applications, the cables
attached to the various devices break the sense of presence
and limit the freedom of movement. With wireless HMD
technologies such as HTC Vive (Pro) with a wireless adapter
and Oculus Quest, new possibilities are arising. The novel
HMDs do not limit mobility anymore, and will probably
ensure better natural locomotion. We believe that by cre-
ating more powerful VR wireless solutions, the number of
multiplayer VR applications will increase.

Some studies attempted to increase immersion by stim-
ulating additional senses, such as the sense of touch or
smell. However, none of the studies show a full-body avatar
and use novel haptic gloves. Hence, there is a considerable
potential to improve VR experiences. By using a motion
capture system and advanced haptic technology, the VR
applications not only reconstruct a full-body avatar but also
bring a realistic touch. Such an application creates the illu-
sion of touching a real object or another player. We hope that
this survey will encourage researchers and developers in
the future to reconstruct full-body movements and provide
multi-modal feedback to enhance VR experiences.
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