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Absrract: Collaborative Virtual Environments (CVE) Ure providing a powerful mechanism to companiLs, Tor 

vew ~ o ~ u l a r  fomat, which is used to descrlbe 3D 

training staff and customers in their products, improving their productivity, as well as reducing the 
product development at the same timc. Enhanced with their integration with media streams like aud 
video, they can hecome the main way of collaboration among co-workers. 
But. the realization of such a System is not a trivial task. Many issues like scene descnption, 

management, stream sharing and synchronization Xe hard topics that require the development of a 
COSMOS is such a framework that is based on the new multimedia standard, the MPEG-4 and the 
an development technologies. like Java 3D and JMF. In this paper, we desctibe tlie design and implemeitation 
issues of COSMOS and how it is integrated with collaborative applications. 

- . .  
1 Introduction worlds, a VRML parset has heen developed usi g Java 

Compiler-Compiler (JavaCC). which is a lav -based 
COSMOS iCOllaborative System based on MPEG-4 Darser eenerator tool, f 

dost of 
o and 

pession 
frainework. 

state-bf-the- 

Objects and Streams) is an object-orientcd framework 'I,, thG Daocr, we i>resent the architecture. detwork . . 
augments the rapid development of collaborative coniiguration, protocols. design and 

applications. Collaboration demands a Set of issues of COSMOS. Our Prototype contri 
requirements [hat have to be fulfillt-d in Order to development of collaborative Systems, hy 
becomc acceptable. Some of those requirements are fTamework implementation based 
interactivity, short response times, robustness, and technology. We descrihe how to develop 
consistency. COSMOS offers the base ror building componenis with ~ ~ ~ ~ . b ~ ~ ~ d  te 
new collaborative applications. with reusable, AISO, we describe the structure of 
modular and extensible components, [hat fulfill the applicatjon to how COSMOS is in 
aforementioned requirements. other. collaboration-based applications. 
The W E G - 4  [ 61 [ 71 [ 81 [ 101 Standard s~ecifies a ~ h e  rest of this paper is organired as fol 

novel encoding technique, based On obJect 2 provides a short ovewiew of MPEü 
descnption of audio-visual scenes. It s p ~ i f i c s  the describes the framework =C 

scene description and its updates over time. the wction 4 the Session management iss 
linking with media streams, and very efficient provides the way a scene is represente 
techniques to compress audio and video objects. and section 6 the stream delivery issucs. 
COSMOS has been implemented using lhe Java some hints on the way applications sho 

language. The Java Media Framework ( M F )  is used over cOSMOS and tinally, section 8 
for the encoding and decoding of the media streams cont,.ibution of [bis 
(audio, video). 11 providcs a set of encoders and 
decoders for the most popular encoding formats, as 
well as an implementation of the RTP protocol. The 
rendering of the 3D grapliics is implemented using 
the Java 3D API. In addition, since VRML L 91 is a 



2 MPEG-4 Overview some more advanced and, hence, hard t 
implemented features. 

MPEG-4 is a new multimedia standard, much more 
powerful than the previous MPEG standards. It 
provides an ohject-based description of content, both 
naturally captured and Computer generated. It 3 ~~~~~~~~k A ~ ~ J , ~ ~ ~ ~ ~ ~ ~ ~  
specifies a set of video codecs for arhitrary shape of 
display to enable the extraction of visual objectsfrom The general archilecture of COSMOS is shown i Fig. 
a scene. Also, it defines a set of audio codecs to cover I using a UML class diagram; it gives the big pict re of 
every possible need of applications for trade-off the System. The focus of this figure is to show th way 
between quality and compression rate. an application can access the functionality of each 
MPEG-4 defines the Delivery Multimedia subsystem through the offered interfaces. It do s not 

Integration Framework (DMIF) [ 21 [ 5 [ 71 [ 81. intend to provide all the details. Each subsyst m is 
DMIF is a framework that ahstracts the delivrry analyzed in the tollowing sections. 
mechanisms from the applications. For example, The Application in this figure can have acce s to a 
multimedia applications require to access data from configurable MPEG-4 Browser, that enable the 
either a local hard disk, or from n network source navigation in a shared 3D world and the inter ction 
with interaction, or even from a hroadcast or with it. The MPEG-4 Browser communicates W th an 

provides a protocol abstraction for the applications. for media access. 
Quality of Service (QoS) requirements can be passed 

I 
multicast source. DMIF provides a unique API to the instance of the DMIFFilter. The DMiFFilter pr vides 
applications, through which they can request content the DMIF Application Interface (DAI) to applic tions 
or services. They don't have to "worry" where those for the control of the estahlishment and release f the 
data are. This API, called DMIF Application multicast sessions (DMIFSession). On the other hand. 
Interface (DAI), works with URLs. which specify the MPEG-4 Browser implements a DA1 callhack int 1 rface 
appropriate delivery mechanism. URLs can also 
specify the required network protocol, which 

as arguments through this interface. DA1 is language 
and platform independent. In addition. DMiF defines 
an informative DMIF-Network Interface (DNI) for 
the network related scenarios. DNI enables a 
convenient development of a framework that can 
easily change its signaling mapping to different 
protocols. 
Moreover, MPEG-4 defines a way to descrihr the 

content of a scene with the Binary Format for Scene 
(BIFS). BIFS [ I ] [ 61 [ 141 [ 151 is hased on VRML, 
which it extends to cover both 2D and 3D 
descriptions. In contrast to VRML - which is text- scenes, which are encoded in BIFS 
based - BIFS is providing a binary description of the JMFCodec class is an ahstract class that 
nodes. Nodes are the hasic entities, which construct a set of encoders I decoders of JMF 
directed acyclic graph to represent ihe content of decodes the mul~imediastreams. 
scene. Examples of nodes are Box, Transform, Shape The SessionManagerImpl 
or Group. BIFS enables the update of the content of a RTPSessionManager interface 
scene, as well as the animation of the ohjects with handle each media stream. It 
two protocols: BIFS-command and BIFS-anim. The DMIFFilter, which is 
information that BIFS provides is compressed and connections. The 
can he easily streamed among Peers. 
MPEG-4 is defined in two versions. MPEG-4 

version 1 provides a hasic set of tools and 
speciiications. while MPEG-4 version 2 provides 



streams or VRML-like files. Two of them 
RiFSEncoder and BiFSDecoder encodes and de 
DES streams, respectively. 

4 Session Management BIFSCodec encapsulates a static object, wh 
called NodeDataTypelnfo. NodeDataTypeInfo 

The design of the DMIF subsystem [hat we '.„ten to a datahase. where information aboi 
U 

implemented, is shown in Fig. 2.  where the hasic encoding of each node or field is stored ( Node 
objects and interfaces, as well as their relationships - N D T ~  arid ~~d~ coding ~ ~ h l ~ ~  . ji 
are described using a UML class diagram. NodeDataTypelnfo implements the NodePr~ 
Evev  MPEG-4 A ~ ~ l i c a t i o n  [hat uses the DMIF interface, to provide evety node that is tagged \r 

framework, must implement the ApplicationSession id structures that describes the way nodes and 
interface. It should also have access to a DMiFFilter should be e n c o ~ e d / ~ e c o ~ e d ,  encapsulates an 
instance. which provides the DA1 hy impkmenting ca]led N D T T ~ ~ ~ ~ .  1t identifies the NDTs arid ct 
the DMIFSession interface. The DMiFFilter informs the nght ohject, S F W ~ ~ ~ ~ N ~ ~ ~  is 
the MPEG-4 ~pplication for evety Change in the keeps the actual info for all the nodes. The rest 
group state through the ApplicationSession callback tables are referencing to this one. NodeData is 2 

interface. that encapsulates the information, which is requi 
D M E i l t e r  encapsulates the DMIF Instances [hat encode node (an implementation of the NCT). 

can handle specific DMIF scenarios. In the case of node is  related to such an ohject. F O ~  exatnpl 
the multicast scenarios, those objects can he either ~ ~ ~ ~ ~ f ~ ~ ~ ~ ~ f ~  object derives the NodeData obje 

G r 0 u ~ ~ C ~ T ~ n ~ t a ~ c ~  Or Grou~DPDTlnsta-nce, Stores all the information €01 the Transform 
which represent a Data Consurner or a Data Producer. similarly, the ~ i ~ l d ~ ~ t ~  object keeps informati 
respectively. evety field. 
Each of those objects encapsulates an PMulticast B I F S C ~ ~ ~ ~  encapsulates one more irnportant i 

ohject, which is responsihle for the communication which i s  ca]led B [ F s s ~ ~ ~ ~ .  ~ ~ ~ s s c e n e  hol( 
over the U D P m  multicast protocol. PMulticast directed acyclic which describes 
implements the DNI interface, which is divided in relationships of the nodes arid a list, which inclu 
two others, the DNlConsumer and DNIProducer. the active ROUTES. In addition, it encapsulat 
These interfaces define a Set of methods for the SWieldTemplate ohjects. SWieldTemplate 
respective type of DMIF terminal. PMulticast USeS a abstract ,-lass, which is being derived from a 
UDPSocket ohject to send and receive messages over objects responsihle to encode fields of 
UDP. Also, it requests from the TransactionManager s ~ ~ i ~ l , j ~ ~ ~ ~ l ~ t ~  is implementing the Strei 

to generate a transaction id and a Transaction object interface, which enahles the output of the 
to handle the message exchange-hased transactions. description into hinW stream. as weil as the , 
GroupDPDTInstance arid Grou~DCDTInstance procedure. A specific derived object. which is 

communicate with the RTPSessionManager to SFNode is responsihle to encodeldecode nodes. 
request the creation of specific transport channels. ~ h ,  aciual representation of the directed acyclic 

is modeled with the Node objects and the correspc 
Fields. Fields are deriving from the Observable 

5 Scene Representation (ohserver pattern) to enahle the sharing of the - 

information to other interested fields. The! The inherited complexity of the scene management . 
implement the Observer interface to he infom subsystem is handled via a well-defined ohject- 
changes in other fields. This way, the impleme oriented suh-framework, where a big number of 

objects are defined, with specific responsibilities. Fig. of the ROUTEs is augrnented. 

3 shows the UML class diagram of the basic objects In addition to the ahility of encoding I decodinl 
streams, the system can "read VRML of this subsystem that we implemented. 
VRMLParser is responsihle for that. It encapsu The SceneManager class provides a set of methods, 

which enahle the manaeement of the content of the Set of rules to parse valid VRML files. 
~~ ~ ~~ 

scene. SceneManager encapsulates three objects to 
handle scene content represented either in BIFS 

y BIFS 
files. 

lates a 

1 



6 Sharing of Media MPEG-4 node is a structure that keeps infor tion 
regarding the values of the fields. It does not pr vide 

As it has already been mentioned before. MPEG-4 visual implementation by itself. For this reason. t each 
content is described with a big number of elementaty MpEG.4-node is relate,j to java 3~ structu to 
streams, which are composed at the MPEG-4 t e h n a l  enable the [endering of the infotmation. This Jav 3D 
to construct the rendenng scene. 

t 
structure can be either a Node or a NodeComp 

At the Delivety Layer, MPEG-4 does not define a Node can be either a Group node, such as Bran 
specific transport protocol for the transmission of the or T ~ ~ ~ ~ ~ ~ ~ G ~ ~ ~ ~ ,  or ~~~f ~ ~ d ~ ,  such as 
elementary streams. Possible solutions are MPEG-2 or ~ i ~ h t ,  
TS, RTP, AAL2 ATM or H223. For transmission A ~e~resentative example of a geometty no 
over the Intemet. the most appropriate solution is the I ~ ~ ~ ~ F ~ ~ ~ s ~ ~  node. ~h~ lndefiaceset 
RTP 131 ~rotocol or alternatively, with some encapsulates the JMIndexFaceSet object, wh 
restrictions, directly over UDP. implementation of the IndexFaceSet object. U 
The Sync Layer provides a means for synchronizing 3D 10 render its geometty. It encaps 

the elementaty streams. using timestamps and the G ~ ~ ~ ~ ~ ~ A ~ ~ ~  (it is an object 
appropriate buffering mechanisms. Data are Java3D API), to define the geometty of t 
forwarded for decoding at the correct time. and after ad,jition, it encapsulates information regard 
they are composed and render at the MPEG-4 of the node, as well as the nomals 
terminal. JMF and Java 3D are used for the decoding possible texture infomation. Similarly. 
and the rendering of the media. nodes encapsulate the corresponding 

nodes with Java 3D components. 

7 Implemented system 
COSMOS has been developed using only the Java 8 C0nclusions 

language. The framework has been tested under the I, this Paper, we presented COSMOS, a framew k to 
Windows NT operating System, using Pentium „pp0rt collaborative applications, based on the M EG- 
processors wirb vety powerful graphics cards. The 4 standard. We show how to fill the gaps betwee the 
rendeting of the MPEG-4 content is handled by standard specifications and the prot ype 
mainly two components that cooperate with each im~lementation. We show how to use the state o the 
other. The 3D Renderer. which is a Java 3D att Software development technologies, like Jav 3D 

f r m e s  onto the sutfaces of 3D objects. 

I 
implementation of an MPEG-4 node browser and the arid JMF. to realize the MPEG-~  tools. We pres nr a 
Video Renderer, which renders the decoded video complete architecture for the description of the s ared 

scene and the management of the sessions amon the 
JMF ~rovides a set of encodersldecoders to participants. Also, we describe how to deal wit the 

encodetdecode video and audio streams, in manY elementary streams, according to their specific QoS 
popular encoding formats, such as H.263, MPEG-1. requirements, to enable their multicasting. Final1 , we 
AVI and Quick Time. The default rendering of the give hints the way appljcaiions shoul be 
video stream is taking part into rectangular frames. It integrated with framework. 
provides a variety of rendering implementations, such 
as 100% Java-based, or ActiveX-based. New 
rendering mechanisms have been implemented, by ~ ~ f ~ ~ ~ ~ ~ ~ ~ :  
extending the functionality of JMF to render the 
video streams onto the sutfaces of 3D objects. 
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Fig. 2 DMIF architecture 

Fig. 3 Scene managemenl architecture I 


