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Abstract 

Despite the fact that entities in Peer-to-Peer systems are assumed to have equal 
roles, as their narne (peers) implies, in reality such systerns are cornposed o f  
heterogeneous populations. Therefore, their components cannot provide iden- 
tical services at the sarne quality. In order to overcome this issue, a role based 
approach is suggested where thc core roles have been identified by analyzing 
the rnandatory functionality of the overlay network. The roles are ernployed in 
the design of Ornicron, a two-tier overlay network architecture. 

In this Paper, the identified roles, their functionality. the related protocols 
as well as the utilized cornrnunication mechanisms are described. The gen- 
eral applicability of the approach is dernonstrated with the implernentation of 
a sirnulator frarnework where well-known systems have been developed. Re- 
lated rneasurernents are provided showing the supenority of the described tech- 
niques. 

1 Introduction 

Peer-to-Peer (P2P) networks arc composed of peers with different physical ca- 
pabilities and User behavior. Such neiworks can be cornposed of a highly hctero- 
geneoiis pecr population, ranging frorn small PDAs to powerful end-systems. 
Thereforc. specialization according to individual's abilities is an ;idvantagcous 
policy to cflCctively dc;il with tlic intrinsic peer hctcrogencity. Oiriicron [G] is a 

P2P overlay network that has been accordingly designed. In Ornicron, peers are 
assigned with roles having particular criteria and requirernents to rnake such 
a decision. The roles identified by Omicron are based on the core operations 
required for the basic functionality of the overlay network. 

The cornrnon core functionality provided by the rnajonty of structured ovetl; 
lay networks could be described by the following basic operations: (i) The 
Rouring operation that requires the construction of a routing table for select- 
ing the rnost "prornising" neighbor to forward the queries. (ii) The lndering 
operation that constmcts and updates the necessary distributed data stnictures 
for replying to queries. (iii) The Mainrenance operation that rnaintains the ideal 
network topology so that the theoretical uppcr bounds for the cornrnunication 
cost in worst case scenarios can be met. Moreover, Ornicron suggests an ad- 
ditional function, that of Caching to offer more efficient services, though it is 
proposed as an optional functionality for systems dealing with non-uniformly 
popular resources. 

Most of the identified roles need to cornrnunicate with other roles located 
either in rernote peers or locally. Each individual role has different cornmu- 
nication needs resulting in multiple different protocols composed by several 
rnessages. However, it is worthwhile to invcstigate the possible sirnilarities that 
rnay be found in (by definition) different messages. Morcovcr, there is a need 
to enable cornmunication between asyn~metncally coniposcd pecrs (assigncd 
with different rolcs). Vit;il information shoultl bc delivcred to cach pecr indc- 
pcndcntly of tlic assigncd rolcs. 
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2. Loosely structured rnicro level. On the othcr hand. thc rnicro lcvel pro- 
vidcs ihe desirable charactcristics to the rnacro lcvel by following a rnorc 
looscly structurcd topology with a great degree offrercloni in the neighbor 
sclcction. This freedorn rnay be invested on regulating and achicving a 
jiner load bolance, offenng an effective rnechanisrn to handle potential hot 
spors in the network traffic. Moreover, localify-owore neighbor selection 
rnay be used to maxirnize the rnatching of the virtual overlay network to 
the underlying physical network. Finally, redundoncy rnay be developed 
in this rnicro level supplying searnlessly fault-rolerance to the macro lcvel. 

An example of the hybrid topology is illustrated in Figurc 1. The structured 
rnacro level is a de Bniijn(2,3) digraph. Two nodes (reprcsenting Peer clusters) 
are "magnified" to expose the rnicro level connectivity pattcm between thern. 
Two different connection types are shown: inter-cluster connections and intra- 
cluster connections. 
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Figiirc I :  Oriiicron Ovcrlay Nctwork 

ticforc thc presentation of ttic idcntified core roles, i t  is ncccssary to dcscribc 
ttic basic components that arc rcquired for their realization. The basic corn- 
poncnts are divided in two typcs: (i) conirnon componetits uscd in every DHT 
realization and (ii) supplenierirar) components that are additionally introduccd 
by Omicron. 

3.1 Common Components 

1. ldentification scherne. One of the first tasks in designing an ovcrlay 
network is the selection of an appropriate idenlificorion icherne that rnay 
uniquely characterize the involved entities. Peers are the rnost crucial enti- 
tics that reqiiire unique identification. Howcver, potentially rnore cornpo- 
nents might need identification, such as clusters, shared resources, ser- 
vices, etc. Usually the identifiers are randomly chosen from a large 
key space (address space). This selection may have a great impact on 
other design requirements, e.g., on the efficient routing mechanism. the 
evenly distributed workload, the accomplished secunty level or the sup- 
plied anonymity features. Advanced rnechanisms might be required fo; 
the identification scherne to support the notion of strong or weak idcntities 
or  even anonymity in a totaly decentralizcd way. Nevertheless, hosh-based 
techniques are the rnost usual rnethods for generating global identifiers 
with a very high probability of uniqucness in a distributed way (without 
the nccd for a central authority). 

2. Routing tables. The rouring rubles are vital cornponents of thc routing 
schernc. They should be efficiently structurcd and able to effcctivcly rep- 
rescnt pccr's local vicw of the complcte graph topology. Also, they should 
bc sufficicntly powerful to augrnent the cfficient roiiting of every messagc 
indcpcndently of the dcsiination despitc thc constraints of thc lirnited local 
vicw. Constant size routirig tablcs arc prcferablc sincc thcir maintcnancc 
cost is not getting increascd with the sizc of the System. 

3. lndexing structures. In  soiric cascs thc rnistakcn vicw can bc cncountcrcd 
that structurcd P2P systcriis are dcsigncd to copy the advcrtiscd contcnt 
and serviccs at tticir sysicrii-spccific locatiori. Ncvcrthclcss. structurcd P2P 
systciris arc rncrcly <Icsigried to hold indcxirig infonnation aboiit thc ;ict~i:il 





nicrit;iry inionriiiriori is proviJsll in i t ic  svtidcr f i c l i l  t t i ~ i t  cnciipsiil,itcs thc G t i I U  
ot' tlic niost rcccni pccr tt i ; i t  foru;irclcd thc spccific nicbsagc Ttic combiriatiori 
ofthcsc two ficlds providcs thc essential informatioii to cnable ctricient coriirnu- 
riicaiion schcrncs for qiicry-rcply bascd protocols. For exainplc. a rcply can hc 
dircctly providcd to the originator o f  any qucry wittiout requiririg to rcvcrscly 
traverse the sanic path that thc qucry passcd througti. Howcver, i t  should bc 
noted [hat i r i  particular cascs ttic scmantics o f  routing can changc, c.g. involv- 
ing thc caching rnechanism describcd in [3]. Thus, intcrmcdiate nodcs rnay bc 
visited in ordcr to dclivcr thc reply. too. Thc decrinciriot~ is sct to the ncst clos- 
cst pccr in evcry hop bascd on the local routing tablc. Thcn, tlic rncssiige is 
forwarded to this peer using the underlying network. 

Finally, sornc optional fields can provide additional uscful tunctionality. 
For exarnple, sctting thc 7ime-ro-Live (TTL) to a maximum valuc can dc- 
crease thc gencrated traffic (particularly uscful when broadcasting rnechanisrns 
are urilized). Howcver. i t  should be noted that the scope o f  the rncssage is 
lirnited whcn the T T L  field is actively used. which is inappropriate for e.g. 
LookupReques t messages. The following two fields (hops and visired) pro- 
vide the rneans to construct non-oblivious mcssages. Thereby, i t  is possible to 
avoid cycles in the routing procedure. which is proven to be especially uscful 
for random walk based cornrnunication mcchanisrns (that reqiiire single visit o f  
pcersj. Appendix A providcs detailcd dcscription o f  thc dcvelopcd mcssages to 
fulfi l l  ihc rcquirerncnts o f  the idcntificd rolcs. 

4.1 Inter-role Cornrnunicatiori Model 

Roles assigned to an individual peer can cornrnunicaic only with similar rolcs 
in  rcrnotc pccrs in ordcr to kccp thcir dcsign as siniplc as possiblc. Morcover. 
sincc pccrs have different capabilitics, diftercnt rolcs rnay bc assigncd to thcrn. 
llowcver. frequcntly thcrc is a rcquircment that a rolc assigned to a pccr miist 
dclivcr sorne information to a remotc peer [hat has not bcen assigncd wi th the 
sarnc role. For exarnplc, a h.l;iintainer should provicle an updatcd Clustcrh.lap 
to ;I Joining peer ihat has bcen assigncd only with ttic Kouter rolc. In  this ciisc 
an additional mcchariisrn is requircd to augrncnt iriforrriaiion dclivcry. A sirnplc 
wiiy io iniplcrncnt t t i i s  rncct1;iriism i s  to cissign ;in ;iilditional biisic rolc to cv -  
cry pcer. wt i ic t i  providcs ihc ncccssary riicssagc csch;irigc, withoiit altcririg t t i c  

sciiiiiniics of ttie idcritifiecl rolcs. Such ;I rolc c;iri lill ~ t i c  gnp i r i  tlic iriicr-role 
coriiiiiLinic;Ltiori procccliirc. 

Figure 2: Intcr-rolc cornmunication rnechanism, 

Thc concept behind this rnechanism is graphically illustrated i n  Figure 2. 
Assurne that Rolen assigned to Peerx rnust delivcr sorne information IAeC to 
Rolec assigned to Peery. blorcover. Rolea has bcen assigned both to Peerx 
and Peery. Assurning that Roleo has bcen designed i n  a way thai it can dclivcr 
ttie specific information I,l-c- bctween different pcers. an indirect cornrnunr;. 
cation takes place. Role,, calls Rolerr of  Peerx, which delivers thc inforrnation 
to its cquivalcnt rolc in  Peer,\-. Thcn, Roles calls a local rncthod o f  Rolec in  
order i o  pass the information to its destination. 

4.2 Connector 

Frorn thc previous discussion i t  bccornes clear ttiat a cornrnon role nccds to bc 
assigned by default to each pccr. Despite the Fact iliat the Router rolc is assigncd 
to each pccr, i t  is sernantically inappropriatc to bc sclcctcd for this purposc. Thc 
aim o f  ttic comrnon dcfaiilt rolc is to increasc i t ~ c  intcr-operability bctwccri pccrs 
assigncd with diffcrcnt rolcs. 

A n  irnportant fcnt~ire o f  this role is to offcr itic nicaris to dynarnically iipd;itc 
thc rolcs "irisi;illcd" on cnch pccr. Morcovcr. i r i  tcnns o f  the adopted clustcr- 
basctl approacti. tticrc 1s n nccd to providc a iiicclianisrn to dynaniic;illy iiptlatc 
the loc;il Cl~~stcrbl:ips uf' ciicli pccr as tticsc btrnicturcs evolvc ovcr i inic. I r i  

additiori. a sufticiciitly rich rnechanisrii is rccliiircd to establish iiiicr-pccr cori- 
ricciions. 'Tao pccrs ;irc cvrisidcrcd as nciylihors only i f  tticy hiivc ;I i i i~i t i i ; i I ly 
iigrccd cst;ihlisIiccl corincciiun (\vtiich dilTcr:, Irorii thc coriccpt ol"l'('f' coririec- 



tioiih). C O I ~ I I ~ C ~ I U I I S  ~ i i ~ i  be corisidcrcd citticr as uiiidirectioiial or biJircctiori:il 
biiscd on the rieeds of tlie overlay rietuork. Fiiially, peers should bc able to 
~~criodically check the validity of ttic establislied connections. This cari be im- 
plernented, i.e., using P i n g I P o n g  rnessages2. The following list surrimari7.e~ 
ttiz required functionality. 

1 .  Dynarnic establishincnt and tear-dowri of inter-peer connections 

2 .  Periodic checking of the ~~a l id i ty  of the established conncctions 

3. Dynarnical installation of new roles on peers 

-1. Dynamical updating of ClusterMaps on each peer. 

5 Core Roles 

In this section, the four core roles are descnbed in rnore detail. The related 
protocol messages are provided in Appendix A. The particular roles have been 
identified after analyzing the common functionality that needs to be offered by 
rnost of the general purpose P2P overlay networks. Additional roles can be 
defined to provide advanced functionality and services (e.g. sreaming content 
or storing application-specific information [ 5 ] ) .  

5.1 Router 

Efficient routing is the rnost crucial functionality expected to be provided by 
a network systern, which is the main aim of  DHT-based structured overlay 
networks. The irnportance of efficient routing is investigated in [I61 and [8], 
where the authors raise questions on the optimal routing that can be achieved. 
111 t e m s  of de Bruijn graphs, which appear to be one of the rnost prornising 
nctwork topologies for P2P Systems, the cornplexity of the routing procedure 
increases loganthrnically with the size of the systern. This is formally denoted 
as O ( l o g ( N ) ) ,  where M is the nurnber of nodes, holds when the node degree 
is fixed. For cases where the node degree also increases logarithmically witti 

' ~ h r  P i n g  and Pong messages forni a rnechanism io acii\'rl) check wheiher rhe remoie pamy 
i r  siill available. Upon ihe recepiion of a P i n g  niessage, peers niusi pronipily reply wiih a Pong 
111rssage. 

rcspect to tlic rici\r,ork size thc rrsultirig routiiig coiiil>lcsity is di>ciisscci iii 10) 

where D is thc dianieter of the de Bruijri digraph. 
The optimal routing procedure in de Bruijri graplis Iias bccri iiivestigated 

by ottier researchers as well. In particular, de Bmijri graphs havc becn stud- 
ied in [15], aiining to combine short routing paitis witli fault-toleraiit routirig. 
Also, routing schemes for de Bruijn networks niostly applicable for parallel 
systenis have been considered in (91, airning to evaluate oblivioiis iind non- 
oblivious mechanisrns. Llndirected de Bruijn graphs have been irivestigated in 
[13], focusing on the computational complexity of ths routing qlgorittuns. A 
Pattern niatching based approach for optimal routing is provided in [12]. Fi- 
rially, Sivarajan and Rarnaswani provide a shonest path solution for de Bniijn 
digraphs [I 81. The simplicity of this solution makes i t  an interesring approach. 
In fact, this solution has been adopted and extended to fi t  the needs of our work. 

5.2 Maintainer 

The Maintainer is the most crucial role of the Omicrori archi~ecture and it  is the ' ;  
role with the highest reliability requirernents. Peers assigned witti the Main- 
tainer role constitute the backbone of the architecture. Their basic objectives 
are to rnaintain the targeted de Bruijn structure between neighbor clusiers and 
to orchestrate the balanced organization of their cluster itself. 

Depending on the obsen;ed peer lifetirne, multiple Maintainers inay be nec- 
essary to ensure continuous maintenance of  the topology. Maintainers are re- 
sponsible for providing updated ClusterMaps to the peers of the cluster and 
to the Maintainers of the neighbor clusters. Requests for participarion by riew 
rnernbers are also handled by Maintainers. As i t  has beeri descnbed in [ 2 ] ,  peers 
perform random walks to collect sarnples on the endurarice of the clusiers and 
direct new peers to the clusters that have the greatest necd for them, resulting in 
a balanced network infrastructure. 

Moreover, when the cluster population and subsequeritly ttie rnainteriance 
cost increase considerably, the cliister is divided in d new clusters (where <i is 
the degree of the de Bruijn nodes), as long as the endurance requirernerits arc 
Iner. Similarly, Maintainers trigger ttis cluster iiiergiiig operatioii when tlieir 
population is crucially low. Ttie rnergirigoperation may be avoided if i t  is possi- 



hlc io  riiigrnrc pecr.; iroii i ricighbor cliisrcrs (ivit l i»ii i  dccrcazing il icir ciidiirancc 
iii n valuc lcss ihan 3 prcilcfiiicd ihrcsliol<l). 

5.3 Indexer 

lndexcrs are iniponani roles ihat rnaintain efficicrii biruciurcs o f  itic advcnised 
rcsources and scnatccs Their basic purposes arc ( i )  to rcply i o  incuii i ing qucrics 
based on ihe indcxed informaiion, ( i i )  i o  store ncw rcsourcc and scrvicc adber- 
iisernenis and (i i i) to synchronize ihe conicnr o f  rhe local indcxing siruciurcs 
with the conrenr mainiained by  neighbor lndexcrs o f  rhe sarne clusrcr 

The indexing niechanism can be as simple as a hash iable whcrc GUIDs ;Ire 
used as keys and owner peer addresses as valucs Howcvcr. niorc advanced 
systerns rnay nccd more cornplex struciurcs such as rich rnerad;iia io  providc 
advanced funciionality. e.g.. for range qucrics The invesiigarion cif i i i ch  mcch- 
anisrns is oui of  scopc for ihis paper. 

?.lorcover. dcpcnding on ihe typc o f  ihc siorcd inSomariori. curisiarcncy can 
bccorne a cnicial requirerncni. I n  sccnarios wherc a srnall riuriibcr OS Indcx- 
crs suffices io providc the conteni. tradiiional consisrency rncchanisnis can bc 
etficicnily applied [70]. 

5.4 Cacher 

In  ihe comnion dcsign approaches o f  srrucrured ovcrlay nct\corks. e . g  based 
on Disiribuied Hash Tables (DFiTs) [ I ] ,  qucries are for~varllcd vin iniermediaie 
peers iowards ihe dcsiinaiion pecr. This pccr is responsiblc Tor i l ic pafl o f  ihe 
DIIT. which includcs thc globally iiniquc iilcniificr (GU ID)  cliar;icierizing ihc 

quc?. I r  is only ihe dcsiination pecr(s) ihai has ihc rcqiiircd informaiion i o  
rcply i o  ihc qiicry. Such dcsign is suiiable for cvcnly p»piil.ir itenis since iherc 
is a non-arnbiguous niapping of ihe rcsources I» ihc systciii arid ihc uorkload 
I> evenly disinbuicil. Thiis. in  stich dcsigns 11 1s ncccssnn ro follow ilic uho l c  
paih bcforc ii is possible i o  rn;iich ihe qi iery 

The cornrnon core lunciionali iy providcd by ihc niajoniy ul'sinicriircd ovcr- 
I;iy neiworks is ihc one providcd by  rhe ~~forcinci i i io i icd rolcs ( i e  roiiiirig. in-  
i lcr i i ig and ovcrlay nci\v»rk rnaiiiicnance). Choril [ 101, fJ;isip [ 171 and 1':ipcsiry 
[ L I ]  ;Ire cxainplcs i)i siruciiircd nciworks ili;ii vl lcr  ilic afi~rcii icri i iuiicd fiiiic- 
~ i i ~ i i a l i i y  l l i ~ ~ ~ c v c r . ~ r i i i c r o n  [ b ]  siiggcbis :in ~ i l l ~ l i i ~ i ~ ~ i ~ i l  Iiinciiori, i l i~i ~ I ~ ~ C ~ I J L ~ ~ I I ~ I , ~  

io iill'cr niorc cllicicni scrviccs. i l iougli 11 I propo.\c~I ;I\ ari <11~11ori;i1 ~~IIICIILIII~II- 
iiy ior bybici~lb i1c:iIirig w i ~ h  n o ~ i - i i n ~ l ~ ~ r ~ r i l ~  po~iu1;ir rcsoiircch [ I ]  

~ 1 ' 1 1 ~  raiioi1aIc bcliiiid 11ic ca~11111g nicchi l r i i~ i i i  I S  dcscrrbcd as f o I l o \~s  Sincc 
pcers panicip;iic boiti in  generating qucncs arid roii i ing rhcm towarcls i l ic dcsii- 
rilirion. ir rnay bc ;idvlinragco~is ro rcuse ihe infvrrnation gained froni ttic rcplics 
ihcy receive Sruni Iocally gcneraied qucrics. Thiis. peers rnay dirccily provide 
ihc position o f  ilic requested rehoiircc inhiead o f  f'onvardirig ihc qiicry uni i l  ii 
rcachcs ihe final D I I T  desiination. Moreoicr. i fpccrs  rnoniior rhc popularity o f  
forwardcd rcqiicsis. ihey could additionally corisidcr c;iching ihc rnosr popular 
o f  ihern, providcd [hat they hold ilie neccssary indcxing informaiion. .-\ simple 
nicchanisrn i o  devclop such indexing knowlcdge is io  rnodify the scninniics o f  
i l ie roii i ing procedure. For popular requests, intcrniediatc pecrs rnay consider 
ro siore locrilly ihc incorning querics and gcneraic idcniical ones (ihough ongi-  
narcd a i  ihc intcrmcdiaie pcer) and forward rhem insread o f  ihe original queries. 
The rcceivcd replies can be uscd borh i o  reply i o  rhe siored pcnding queries 
and i o  populate ihe local cachc u i r h  useful and popular infomation. However. 
ihe g;itIicred informaiion niay bc iiscd for a niaxiniuni arnoiini o f t ime  t [hat 
dcpcnds on ihe peer uptirnc disiril>uiion. 

A basic requiremcni for ihc caching rnechanisni is [hat ii should not increase 
ihe signaling i ra f ic  generaicd by thc pecrs. Thercfore. Cachcrs di f fer frorn i l ic 
oihcr roles since ihere are no rcquiremcnis for inter-Cacher cornrnunicaiion. 
I f  someone rhe aforerncntioned requiremcni is rclcascd. proaciive rncchanisrnc 
can be cxplorcd ihai w i l l  populatc ihe cachcd in fomai ion  ai regular periods. 

6 Inter-role Scenarios 

In  ihis scciion. sonic basic xcnarios involving rnuliiplc pccr rolcs are describcd 
in  order ro rnake ihc inicr-rolc relaiioriships arid ihc way ihcy co-opcraic I« 
providc i l ic rargcrecl opcrarioiis and scrviccs riiorc cornprchensivc. I n  paniculnr. 
ihrce sccnarios dcscribing ihe ncccssary sicps i o  c»rnplctc a lookup rcqucsi. a 

rchource advenisenicni rcqticsi :ind pccr jo in  rcqiichi ;Ire discusscd. 

6.1 Resource Looliup Requcst 

I r i  i l i is sccn;irio. ihc Kouicr rolc is i l ic ni:iiri cri i i iy i>rcticsiraring il ic rcil i i ircd 
>icps Figiirc ? slic~ir.> i l ic i i ivol \cd ;iciioii\ '  I l i c  lirhi bicp 15 iriggcrctl by  ;in 

- 
'lii ihc iIliisir3iril \ic!iariiir. c.iri.idcd i>r. i l  \li.tprk . i r r  ii\cd 10 ~iiilic.iic \iiiiil.ir r i i l r <  hcl<>iigliig 

ihi i I i i I r r c i i 1  lnet~, l>h<i r l  [ucrs  ~liiilirr <.in i u i i i i i l i i rb lc . i r r .  cilhcr h v  i i \ l n ~  imirr\:ipr r\<li. i i~sii i$ ur hy 
l~k . , l  ,,,CII><S,I <:,11< 





rlie acccpiiinsc dccisiori (srtp 1) Tlicri. thc iic:r- pccr rc(liic>lb Irurii i l ic hl;iiii- 
i;iincr io bc son.\idercd as :I iricrnbcr ol'ihc snrnc cliisicr (5rc.p 5) :\t'icmr.;irds. 
ihc 4laini;iincr providcs rhc loc31 and il ic nciglibor Clusicrblaps i.sriy> 0) iii rlic 
ncw pccr. ul i ich r;in popiilnrc i i b  roiiring tablc \virli valid ; i d J r c~~cs  (.ir<.p 7 i  

6.3 Kesource ,\dvcrtiscnicnt Rcclucst 

'Ihc second sceiiarii>. ivhich is gr;iphically shown iii Figiirc 5 1111011cs ihc 
Roiiicr arid ilie Iridcxcr. This Scenario is iriggered by  ilic rcccpiion o l  ;I 
PubllshRequest messagc (.srep I ) .  Sirnilnr ro rhc prcvious sccn;irio. ihc 
rnessagc is dirccted to ihe local Koutcr. which checks whcihcr ihc loc;il clus- 
icr is rcsponsible I.ir~,p 2).  T h r  cliisrcr ideniifier and ihc gcncraicd kcy for 
ihc advcfliscd objcci includcd i n  rhe PublichRequest rncssdgc ;Ire corii- 
pared io make ihis dccision. I f  the coiiiparison rcsuli is posii i ic ihcn ihc rc- 
qucsi niay bc fonvardcd i n  a ncighbor pcer in  ihe same clusicr rliai has bccn 
assigncd *iiIi ihc lndexcr rolc /rrep ,',I). unlcss rhc Indcxcr rulc is assi~nct i  
io  ihc local pccr as well. Then. i l ic Iritlcscr rolc is callctl ;ind :hc loctil indc i  
15 upil:iictl ii> iiicludc the ricwly ai l icniscd objcci (rrcp 3) I h c  I i i i i i l  Iiidcsor 
sciids U?;la:eIndexRequest inessages 10 rieighbor Indcxers bclonging 10 

ihc snmc clustcr /.srei> drl) ßasccl on the applicd consisicricy policy. an addi- 
iiorial Ciciion rnay pcriodic:illy riikc placc ai ihis Stage. hevcnhclcss. ihc Iri- 
dcxcr coiilinris io rhe Rouicr ihar i l ic newly publishcd objcci lias succesbl'ully 
bccn ridi.eniscd (srr l~ 4). which siibseqiienrly provides il ic contirni;iiion back io  
ih r  origiriaior o f  the Pub1 ishRequest messagc (.s~cj! 5ß)  Alrcmaiivcl).. il' 
ilic Iocsl clusrcr is not i l ic ;ippropriaie place io  ;idvcnisc rlic ncw objcci. rhcri 
sicps 3 anil J arc shippcd tiriil ihc Roiiicr dirccily l~ ru ; i r t l s  ihc rcqucsi tu i l ic 
ncxi pccr ihiii is closcr ro thc i:irgcicd cliisicr (srop 5.4) 

Figurc 5 :  Kesourcc adicniscnicni accntirici sicps 
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sucli riiessages as querirs. Tlic focus of the experirnents 1s rnostly on tlie way 
tlie coiiununication cost increases as the network grows in size. 

'I'he average query length can be regarded as the rnost relevant rnetnc to eval- 
uaie the scalability of a P2P overlay network. Moore's law defiries lower bounds 
Sor k-regular graphs. In fact, de Bruijn graphs are asyrnptotically optimal graphs 
converging to this bound for sufficiently large graph order .M and node degree 
k .  As it is shown in [14]: 

where p o ~  is the average asymptotic distance in de Bruijn graphs and D D B  is 
the diameter. 

The relevant collected measurements include experiments involving both the 
Oinicron and the Chord networks. Initially, we consider only the scalability of  
the Omicron network with varying average cluster size between three values 
( E ,  = 4, K2 = 8, KJ = 16). Figure 6 provides the graphical representation 
of the experirnents. Both X-axis and y-axis are logarithmically scaled to provide 
a rnore comprehensive view. The average query length is constituted both of  
the inter-cluster routing (de Bruijn based) towards the targeted cluster and the 
intra-cluster step to reach an Indexer. In the particular experirnents routing is 
performed by peers assigned only with the Router role. No Cachers are present 
i n  this experirnent, therefore, Routers access directly an Indexer of the cluster to 
get the queried information. The close matching of the analytical approximation 
and the sirnulation results can be evidently observed from this figure. Moreover, 
i t  can be stated that, as the size of clusters grow exponentially, the average 
routing length decreases linearly. Therefore, as the cluster maintenance cost 
grows exponentially, it  can be safely assurned that there is an optimal rnaximum 
value for the size of the clusters, beyond which the cost grows more quickly than 
the utility. 

Beyond the absolute performance of Omicron, it is essential to cornpare it 
with a widely known systern like Chord, which can be considered as a reference 
point. Figure 7 shows the related sirnulation results. I t  should be noted tliat 
both X and Y axes are logarithmically scaled to provide a more cornprehensive 
view. As it  can be observed from this figure, Chord outperforms the Ornicron 
network configuration with average cluster size = 8 and node degree k = 

2. However, it  should be noted that Chord's design requires a logarithmically 
iiicreasing node degree. Though. by sirnilarly increasing the node degree of 
Oriiicrori. the average query length is getting significantly srnaller than Chord. 

Nework size 

Figure 6: Routing scalability. 
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To analytically express this, if the diarneter in Equation 2 is replaced by the ' 
formula of Equation 1 we get: 
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I - 
. Simulation measuremenis. avg. clusier size = 4, degrce = 2 - 

- : Theoretical approximaiion. avg. cluster sizc = 4. degrce = 2 --.---.- - 

Chord's average length approximation is given by , u c ~  = loy(N) / 'L .  There- 
fore, for sirnilar node degree, Omicron achieves srnaller average query length. 
In fact, for the network order range described in Figure 7, by setting Ornicron's 
node degree to k2 = 4, Ornicron outperforms Chord. Again here, it can be 
noted the good rnatching of the analytical approximation and the sirnulation 
rtsults. 

7.2 Impact of Caching on Routing 

4 

In this section the rneasurernent observations of the simulative experirnents are 
reported. Figure 8 displays the reduced routing comnunication cost in tenns 
of required overlay traverse steps as the percentage of the cornrnunication cost 

Simulation rneasuremenis. avg. clusier size = 8, degree = 2 ,  X 

Thcoreiical approximation. avg. clusier size = 8, degree = 2 ' 
- Simulation measurements. avg. cluster sizc = 16. dcgree = 2 - - 

Theoreiical approximaiion, avg. clusier size = 16. degrer = 2 - - - - 
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Ornicron sirnulaiion rncasurcrncnls. avg clusicr sizc = 8. dcgrcc = 2 . 
Onicron thcorciical approxirnaiion. abg clusicr s~zc - 8. dcgrcc = 2 - - - - - - -  - - 
Ornicron sirnulaiion rncarurcrncnis. abg clusicr sizc - 8. dcgrcc = 4 
Omicron ihcorciical approximaiion. avg cluslcr sizc - 8. dcgrcc = 4 

Chord sirnulaiion rncasurcrncnis - 
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Figure 7: Routing scalability: Ornicron versus Chord. 

of the original Chord network, as a function of the expirariotl rimeour. The 
expiration timeout is the time a cache entry is assumed to be valid with high 
probability, without the need to contact the original Indexer. The Parameters of  
interest are the rnaxirnurn cache size, the F R E Q U E N C Y T H R E S H O L D  
which declares the nurnber of tirnes a query for a particular itern should arrive 
in a Peer so that it will be considered as popular and the reset time period of  this 
Counter. Two different experirnents have been selected for dernonstration: 

1. Experiment A. where the F R E Q U E N C Y  T N R E S H O L D  is 5 ,  the 
maximurn cache size is Set to 80 and the frequency counter is reset ev- 
ery 200 seconds. 

2.  Experiment B. where the F R E Q U E N C Y T I f R E S H O L D  is 3, the 
rnaximurn cachc sizc is sei to 300 and the frequency counter is reset every 
100 seconds. 

We can obsenre ihat the total corriniiinication loiid for query routing can be 
considcrably rediiced iising ttic c;icIiing niechariisni down to 50% of the origiiial 

load. 
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Figure 8: Cache routing load as  a percentage of the original Chord network. . . 
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8 Conclusions 

The airn of this paper is to provide a pragmatic approach to deal with the intrin- 
sic heterogeneity of  the participants in P2P Systems. The followed approach is 
based on roles, which are identified based on the core functionality and opera- 
tions required by the rnajority of  the P2P overlay networks. The paper presents 
the required functionality and the related protocols of a role-based P2P over- 
lay network architecture. In particular, small communities of  peers are created 
where roles are appropriately assigned to peers. Then, these cornrnunities com- 
pose an efficient DHT in order to provide fast lookup operations. The structure 
of the DHT adopts the de Bruijn topology to rninirnize the rnaintenance over- 
head, while still provide a scalable solution to route the queries. 

The role based approach is evaluatcd with sirnulations. The simulator has 
bcen developed by adopting the role based approach. Furtticr, this technique 
is uscd to implcrnent well-known overlay networks, sucti as  Chord, in order to 
dcrnonstr;iie its gencral applicability. Ttie collcctcd rneasurcmcnts show the ad- 
v;inced characteristics of Ornicron in terms of each ability to cfficicntly handle 



1;irgc:-bcale, heterogeneous and dynamic environiilcnts. Moreover, the cstended 
desigri of Chord that adopts the caching rnechariism of Omicron cari provide 
riiucli rnore efficient routing for scenanos where the query distribution is ap- 
proxirnated by a lognormal distribution. 

A Appendix: Protocol Messages 

1 Connector Messages 

Several rnessages are needed to provide the aforementioned tunctionality. 
A riew peer rnay initiate its participation in a P2P System I>y subrnitting a 
GolnRequest message, which rnay be handled only by peers assigned with 
tlie Maintainer role. The first reply a new peer receives afier the request to 
join is the Accept message. The Accept message includes a list of Peer- 
dddresses that are candidate neighbors for the newly joined peer. The  list may 
include only one peer, e.g., consider the case of Chord where only the ring suc- 
cessor suffices to establish the initial connection and then dynamically updates 
the fingers. Altematively, it rnay include a list of peers, e.g., consider the case 
of Ornicron where all the available Maintainers of the cluster rnay be provided 
to select one for the initial connection. The stnicture of  the Accept message 
is given in Table 2. It extends the stnicture of the basic rnessage provided in 
Table 1 .  In the rest of this chapter, each defined niessage is derived from the 
cornrnon message structure. 

I n  order to iristall riew roles at peers, the UpdateRoles niessage is used. 
11 includes a list of the new roles to be installed and it rnay be initiated only by 
pcers tliat are assigried with the Maintaiiier role. 

Afirr rcceivirig ihe Accep t  iiiessage a pwr  rcquires a coiincclioii froin 
;in BCIIVL '  h4airiraincr. At itiis initial connzcriori phase as well as 31 l'ur- 

Table 2: Accept message structure. 

'l'ablc 3: UpdateRoles message structure 

r Field 1 1  Description 1 

Field 

Cornn~on 
PeerAddresses 

L- . . - - - -. 
T- - - - .--P-P 

1 Comrnon i Derivcd common niessage stniclurc ( c l  .Iibie I ) ] 

Description 

Derived common rnessage stnicture (cf Table I ) .  
Provides a list of valid peers [hat can become direct 
neighbors. 

1 Roles i / Provides a list of additional roles tha; cari be i n s t a l l e d  
I___ _Uon the peer. J 

ther points in time (periodically defined o r  event tnggered) peers receivz 
Upda t eCl usterMap rnessages that include updated ClusterMaps. Their in- 
formation is esseiitial for the correct operation of each peer, wliich updates its 
local routing tables and the established connections with currently active peers. 
An UpdateClusterMap message rnay be sent only by peers assigned with 
the Maintainer role. The structure of an UpdateClusterMap rnessage is 
provided in Table 4 

Table 4: UpdateClusterMap rnessage stnicture. -- 

I Field 1 1  D e s c r i ~ t i o n  1 
I I1 I . ' 1 Cotnmon 1 1  Derived common messaee stnicture (cf. Table l i .  1 , 

I I " 

ClusrerMap I( Provides an updated ClusterMap that can be used to 1 
update the local routing table and the established con- 
nections. J 

In additiori, four more messages have been defined for the Conriector rolc. 
The Connect and Disconnect rnessages are used to establish and tear- 
down connections, respectively. The P i n g  and Pong messages are used to 
check the validity of  the already established connections. Tlieir structure is 
simple including the common message fields and optionally the local time 3 

peer initiates the Ping message, which is copied in the Pong niessage as weil. 

A.2 Router Messages 

This section provides a descnptiori of the riiessages tliat coristitute ihc: routirig 
protocol. Table 5 describes the structure of  the LookupReqües t rncssagc 11 
includes a kr!. reprcssriiirig thz GUlD of the quened iterii. LookupReques t 



niessages arc fonvardcd towards the cluster rvhosc GUlD rnatches bcst tvitti thc 
includcd key. 

Tablc 5 .  LookupReques t rncssage stnictiirc - -. - . . - .- - - -. - L Field / I  Description J 
I Comnron 1 1  Derived comrnon rnessage structure (cf. Table 1). 

[ K ~ Y  
- 

)I  lncludes the GUlD describing the queried itern. 

Table 6 describes the structure of ttie LookupReply message. I t  iricludes a 
key representing GUlD of the queried item and the related indexing information 
(hderValue). It is comrnon technique to set the indexing information to merely 
the address of the owner of the relatcd service or resource. However, the in- 
dexing infomation rnay include a long list of addresses for very popular iterns. 
Efficient rnechanisms can be introduced in deployed Systems to handle such 
Scenarios. ~ o o k u ~ ~ e ~ l ~  rnessages are delivered directly to the originators of 
the querics. 

Tablc 6: LookupRepl y rnessage structure. 
Field 11  Description 1 
L I 

I Comrnon I Derived cornrnon niessage structure (cf. Table 1 ). 1 
L 

K ~ Y  Includes the GUID describing the qiieried itern. 
Index Value lncludes the GUlD of the indexing information that 

11 rnatches the key. 

Table 7 descnbes the structure of the PublishRequest message. It in- 
cludes a key representing the GUlD of the queried item and the OwnerAd- 
dress of the advertised service or resource that rnatches the provided key. The 
PublishRequest message is delivered to the cluster that rnatches best with 
the includcd key and subsequently, the lndexers update their local structures 
with the newly advertised itern. Typically, advertisernents have an expiration 
timeout. I t  is the responsibility of the owncr to refresh the published informa- 
tion. 

After siicccssfully advenisirig ;in iicrii. tlic rcsponsible Indcxcr pro- 
vidcs a confrm~tiori to ttic origiii;iior 01'  ttic advcrtiscriicrit iising a 

Table 7: Publ ishReques t mcssage structure. 

[ Field 11 Description 1 
Common Derived conimoo message stnicture (cf. Table I). 
Ke,v lncludes the GUlD dcscnbing the piiblished itcrn. 
Owner.4ddress lncludes address of the owncr of the advertised ser- 

vice or resource that rnatches the provided key. 

Publ ishConf irmation rnessage. Its structureis described i n  Table 8 

Table 8: Publ ishConf irmation rnessage structure. 

1 Field 11  Description 1 
I 

[ Conlmon 11  Derived cornrnon rnessane siructure (cf. Table I ) .  1 - 
Key lncludes the GUlD describing the published itern. 
Conjrmarion Confirrns the successful adverriserncnt of the pub- 

lished resource. . . 

A.3 Maintainer Messages 

This section provides a description of  the rnessages [hat constitute the routing 
protocol. Table 9 describes the structure of the SplitClusterRequest 
rnessage. This rnessage is exchanged arnong the Maintainers of the Same cluster 
to initiate the division of the cluster (as long as the endurance requirements are 
met) into d new ones, where d is the cluster degree (recall that cluster represent 
nodes in the constructed de Bruijn graph). The Spl i tClusterReques t 
messagc includes a field with a list of the proposed new Clus~erMaps. 

Maintaincrs [hat rcceive a Spl itClusterRequest rnessage 
chcck the validity of the suggested division and confirm i t  using a 
S p l i t C l u s t e r C o n f i r r n a t i o n  message. The structure of this rnes- 
sage is described in Table 10. 

In ccrtairi sccnarios i t  is neccssary io rnergc existirig cliistcrs that do 
not fiilfill ttic endurance requirenients. Ir1 this casc a blnintairicr of thc 
critic;il cliistcr scrids a incrging rcqiicst io a ricigtibor cliister iising a 



Table 10: Spl i tclusterconf irrnat ion rnessage structure. 

[ Field 11  Description 

[ Common 1 1  Derived cornmon rnessane structure (cf. Table 1). 

Table 9 :  S p l  i t Clus t erRequest iiicssagc. structure. 

Field 

Conimon 

Clusrerhfaps 

purpose. The structure of an UpdateIndexRequest rnessage is given in 
Table 13. The included ir1de.x can be the cornplete indexing struchire. .c\lterna- 
tively, peers may select to exchange only recent differences in order to reduce 
the generated traffic load. L 

1 Description 

Derived cornmon rnessage structure (cf. Table I). 
Provides a list of suggested ClusterMaps by dividing 
the existing cluster rnembers. 

'llibic 12: MergeC1usterCont irrnat ion rness:ige htruclIirr 

1 Conjrmal ion 1 1  Confirms the suggested cluster division. 

Field 

Conimon 

Conjrnior ion 

Table 13: Update IndexReques t rnessage structure. 

Description 

Derived cornrnon rnessage structure (cf. Table 1). 
Confirms the suggested cluster rnerging operation. 

MergeClusterRequest rnessage. The structure of this message is pro- 
vided in Table 1 1 .  

Maintainers that receive a MergeClusterReques t inessage process the 
iiicliidcd ClusterMap. 1f the particular cluster represents the best candidatc 
arnong the rieighbors it accepts the rnerging request and i t  confirms it iising a 
MergeClus terConf irrnation message. The structure ofthe confirmation 
iiirssage is provided in Table 12. 

Table 1 1 : MergeClusterRequest rnessage structure. 

4 Indeser Messages 

Field 

Common 

CluslerMap 

l'liis section provides a descnption of  the messages that coiistitute ttie r o u t j n ~  
protucol. Penodically or after a cenain number of indexing structure updates, 
Iridcsers syncfironize their locally stored indexing inforrnation to achis\.e a cer- 
t ~ i i i i  levei of consistency. Update I ndexReques t inessages are uscd f«r tliis 

Description 

Derived cornrnon rnessage structure (cf. Table 1). 
Provides the ClusterMap to be merged. 

Field 11  Description 

I Common 1 1  Derived cornrnon message structure (cf. Table 1). 
I Index 

- 
1 1  Provides an updated index of objects for which the 1 

Upon the reception of an UpdateIndexRequest niessage. Indexers 
check the validity of tfie information. If they accept the incorning iriforrnii- 
tion they provide a confirmation using an UpdateIndexConf irrnation 
message. Otherwise, they reply using a valid UpdateIndexRequest rncs- 
sage back to the onginator of the rcceived message. Thc strucrure o!' ari 
Upda t eindexconf i rmat ion message is provided i r i  Table 14. 

L I( relevant cluster is responsible. 

Table 14: UpdateIndexConf irma t ion message structiire. 
. .- 

I Field I (  Description 
I 
1 

/ .  ' 

L 

I Comnlon 11  Derived cornmon rnessane structure icf. Table I ) .  
I ,  U 

Confirmoriot~ 1 Confimis the valid update of the local Index. 
. . -. -. . - 
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