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ABSTRACT 
Several types of Content Distribution Networks are being deployed over the Internet today, based on different 
architectures to meet their requirements (e.g., scalability, efficiency and resiliency). Peer-to-Peer (P2P) based 
Content Distribution Networks are promising approaches tliat have several advantages. Structured P2P net- 
works, for instance, take a proactive approach and provide efficient routing mechanisms. Nevertheless, their 
maintenance can increase considerably iri highly dynamic P2P environments. In order to address this issiie, a 
two-tier architecture that combines a structured overlay network with a clustering mechanism is suggested in a 
hybrid scheme. 

In this Paper, we examine several sarnpling algorithms utilized in the aforementioned hybrid network that 
collect local information in order to apply a selective join procedure. The algorithrris are based mostly ori random 
walks inside the overlay network. The aim of the selective join procedure is to provide a well balanced and stable 
overlay infrastructure that can easily overcome the unreliable behavior of the autonomous peers that constitute 
the network. The sampling algorithms are evaluated using simulation experiments where several properties 
related to the graph structure are revealed. 
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1. INTRODUCTION 

Content Distribution Networks (CDN) are used to  deliver content to potentially very large user 
Within the Internet, different types of CDN are being envisaged ranging from simple Web based applicatioris 
to sophisticated multimedia entertainment systems, including interactive systems such as multiplayer games 
and virtual environments. Whereas first generation CDN have mostly focused on Web content, the current, 
second generation systenis also deal with Video-on-Demand (VoD) and audio and video streaming. A number of 
standardization attempts are being made to address different aspects of content delivery. MPEG-212 for example 
is concerned with the entire workflow of digital content creation, delivery and trading. I t  Covers all interactiori 
with multimedia content and provides a framework for all content related tasks (of which delivery is one). The 
IETF also addressed content distribution within the CD1 (Coritent Distribution Interworking) working g r o ~ ~ . ~  
Its focus was ori large scale content distribution in a Web context including provider interaction. 

A special, very successful type of CDN are Peer-to-Peer (P2P) file sharirig systems. In 2001 for instance, 
Napster was the fastest growing application in the Internet's h i ~ t o r ~ . ~  Since Napster, a niimber of unstructured 
P2P systems have been developed such as G n ~ t e l l a , ~  e D ~ n k e ~ , ~  but also structured approaches such as C h ~ r d , ~  
CAN,8 etc. What these systems share is the idea to have independent, collaborating nodes that organize and 
share information in a peer-to-peer fashion. Ideally there is no ceritral instarice that polices or governs the 
interaction between the peers as it is the case in client-server interactiori. The P2P paradigm basically states 
that  P2P systerris are self-organizing systems consisting of equal, autonomous entities where the interaction is 
governed by rules. 
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This paradigm cari be applied to  a multitude of structures and systems. Apart from file sharing, P2P 
mechanisms are also proposed for media (mainly video) streaming.'-l2 Here, the focus is on the streamiilg of 
niedia from multiple senders to one receiver exploiting certain media properties (e.g., layered video coding). P2P 
structures are also being used for the transmission of media to multiple receivers, as in the case of application 
level multicast. A sirigle tree approach is for instance taken in peerCast13 and spread1~.14 In order to  achieve 
better load balancing and improve resilience to node failures, multiple multicast trees are employed in the case 
of P2PCast15 and SplitStream.16 Other questions that are being addressed in the context of P2P based content 
distribution networks is the replication of files on a large set of peers. This has been labeled Quality of Availability 
(QoA) and defines a metric for the availability of certain content items within the system.17 ~ i t ~ o r r e n t "  is 
orie of the most popular systems using replication on a wider scale. Though, it uses a central instance (i.e., a 
web-service to redirect the client to the tracker) the exchange and organization of content is essentially P2P. 
FastReplicalg is another replication system for large scale replication that uses a central instance (comparable 
to the control of Surrogate Servers in the case of CDI). 

The problem most P2P based CDN encounter is the multitude of requirements placed on them. Hence, a 
nurnber of solutions are very restricted in their approach concentrating on a (sub-)set of the critical requirements. 
However, this only provides a solutioii for specific cases and thus, they carinot be applied more widely. In order 
to build more generic CDN infrastructures based on P2P principles that maintain the advantages of P2P (such 
as  flexibility and dynamicity), it is necessary to take certain requirements into account. Such a system has to be, 
for instance, able to cope with the inherent heterogeneity of peers since a common denomiriator approach would 
inake it very inefficient. h r t h e r ,  it has to provide scalability, be incrementally expandable and dependable in 
its service. It should also balance the load of requests in a way that no hot-spots occur. The aim is to develop 
principles and methods that cari be used to build P2P based content infrastructures that can be used in a 
multitude of environments and cases. Eventually, the goal is to create a generic infrastructure that can support 
all kinds of multimedia applications, including content production and delivery networks, interactive multimedia 
applications, multiplayer games, etc. 

This paper elaborates on a particular issue in designing overlay networks, the network stability issue. Since 
peers are autonomous entities, they dynamically participate in the constructed network by joining and leavirig. 
In fact, several empirical observations of the uptime distribution ( ~ . f . ~ O ! ~ l )  indicate that the majority of peers 
do not stay connected for long time periods. Therefore, structured approaches utilizing proactive mechanisms in 
order to provide efficient roiiting mechanisms, require significant signaling to maintain the targeted topology and 
update the indexing data on the advertised content. The required information exchanged in this process can be 
further increased if the proactive design of the system replicates the content, too. OmicronZ2 addresses this issue 
with a two-tier architecture combining a structured approach with a clustering mechanism. Omicron constructs 
clusters of peers that (as a set) form reliable components to develop a stable structured overlay. In order to do 
so, riew peers perforrn a selective join mechanism, so that the resulting joint reliability of each cluster is above 
a minimum threshold. The joint reliability of a cluster is called endumnce to reflect the differences from single 
peer reliability and network stability. The selective join mechanism is based on random sampling of a subset 
of clusters in order to decide which one is the weakest. Several algorithms have been investigated in order to 
evaluate their performance on cluster coverage and the related properties. 

Stable P2P networks provide the required infrastructure for different kinds of CDN to operate efficiently. 
Ornicron's design provides the additional aforementioned requirements, such as being scalable, incrementally 
expandable and dependable, providing evenly distributed workload properties, dealing adaptively with potential 
tiot-spots, supporting heterogeneous populations, etc. 

This paper is organized as  follows: In Section 2 an overview of the Ornicron network is provided focusing on the 
graph structure, the clustering mechanism and ttie resulting architecture. The network management mechanism 
dealing with peers joining the network is discussed in Sectiori 3. The investigated sampling algorithms are 
provided in Section 4 and the related simulation results are given in Section 5 .  Finally, Section 6 summarizes 
the paper and gives an outlook for the future. 



2. OMICRON 
Omicron (Organized Maintenance, Indexing, Caching und Routing for Overlay Networks) is a P2P overlay net- 
work aiming to  address issues of heterogeneous, large-scale and dynamic P2P environrnerits. Its hybrid, two-tier, 
DHT-based approach makes it highly adaptable to a large range of applications. Omicron deals with a number 
of conflicting requirements, such as scalability, efficiency, robustness, heterogerieity and load balance. Issues to 
consider in this context are: 

Topology. The rational in Omicron's approach is to reduce the high maintenance cost by having a small 
and fixed node degree, thus, requiring sniall and fixed size routing tables (at least for the majority of peers), 
while still performing lookup operations a t  low costs. For this reason the usage of appropriate graph structures 
(such as de Bruijn graphs,2J wl-iich are further discussed in Section 2.1) is suggested. However, while the small 
fixed node degree reduces the operatiorial cost, it causes robustness problems. 

Clustering mechanism. To address the robustness issue, clusters of peers are formed with certain require- 
ments on their endurance. The clustering mechanism is described in deeper detail in Section 2.2. 

Roles. A unique feature of Omicron is the iritegrated specialization mechanism that assigns particular roles 
to peers based on their physical capabilities and user behavior. Tlie specialization mechanism provides the means 
to deal with peer lieterogeneity. This scheme fits the contribution of each node to its resource capabilities and 
aims a t  the maxiiriization of the cluster efficiency by providing appropriate incentives to peers to take a certain 
role. As it can be observed from Omicron's name, four different core roles have beeri ideritified: Maintainers 
(M),  Indexers (I),  Cachers (C)  und Routers (R). Maintainers are responsible to  maintain the overlay rietwork 
topology, while Indexers handle the relevant indexing structures. Routers forward the queries towards their 
logical destination and Cachers reduce the overall routing workload by providing replies to popular qiieries. 
Roles a,re additively assigned, meaning that peers do not remove their older roles as they get new ones. 

Identification scheme. A dual identificatiori schenie has beeri introduced for Omicron with a nuniber of 
advantages. Clusters are assigned a Globally Unique IDentifier (GUID) that is used to route requests over the 
network. Advertised items are assigned a GUID and are located a t  the clusters whose GUID matches best. 
Moreover, peers are assigned their own GUID to trace their actioris in the system. 

2.1. de Bruijn Digraphs 

Directed graphs (digraphs) have been extensively used in iriterconriection networks for parallel and distributed 
systems design ( ~ f . ' ~ , ~ ~ ) .  Digraphs received special attention from the research community airriing to solve the 
problem of the so-called (k, D )  digraph where the goal is to maximize the nurnber of vertices (order) 
N in a digraph of maxirnum out-degree k and diameter D. Some general bounds relating the order, the degree 
and the diaineter of a graph are provided by the well-known Moore b ~ u n d . ' ~  Assurne a graph with node degree 
k and diameter D ;  theri the maximum nurnber of riodes (graph order) that may populate tliis graph is given by 
Equation 1: 

Interestingly, the Moore bound is not achievable for any non-trivial grapk2' Nevertheless, in the context of 
P2P networks, it is more useful to  reforniulate Equation 1 in a way that provides a lower bound for the graph 
diameter (DM), given tlie node degree and the graph orderZ8: 

The auerage distance ( p D )  among the nodes of a graph may also be bounded by the following inequalityZ9 (which 
is approximated by Loguinov et  el."): 



An interestirig class of digraphs is the so-called lexicographic digraph ~ l a s s , ~ '  which includes the de Bruijn and 
Kautz digraphs*. de Bruijn digraphs have asyrnptotically optimal graph diameter and average node di~tance.~ '  
Thereby, they are employed in the design of our work. Figure 1 shows a directed de Bruijn(2,3) graph denoting a 
graph with a maximum out-degree of 2, where the diameter length is 3 and the graph order is 8. For graphs with 
fixed out-degree of 2 the maximum number of nodest is always limited by 2D. The graph contains 2D+' directed 
edges in this case. Each node is represented by string of length D (D = 3 in this example). Every character of 
the string can take k different values (2 in this example). In the general case each node is represented by a string 
such as u1u2 ... UD. The connections between the nodes follow a simple left shift operation from node ul(u2 ... U D )  

to node ( u ~ . . . u ~ ) u ~ ,  where U, can take one of the possible values of the characters (0, k - 1). The solid lines 
in the figure denote links where the '0' character is shifted in, while the dotted lines denote links where the '1' 
character is shifted in. 

Figure 1. Directed de Bruijn(2,3) graph. 

de Bruijn graphs have been suggested to model the topology of several P2P systems, however, we exploited 
them in an innovative way. Considerable examples of P2P systems that use de Bruijn graphs are K ~ o r d e , ~ '  
D2B33 and Optimal Diameter Routing Infrastructure (ODRI).30 

2.2. Clustering 

Clusters have been introduced into the design of P2P systems in a variety of approaches. JXTA defines the 
concept of P e e r G r 0 1 . 1 ~ ~ ~ ~  to provide service compatibility and to decon~pose the large number of peers into more 
manageable groups. Further, SHARK35 cluster peers based on the common interests of users. Also, C ~ n s i d i n e ~ ~  
proposes multiple cluster-based overlays for Chord. The cluster construction in the latter proposal is based on 
network proximity metrics aiming to reduce the end-to-end latency. Furthermore, even hierarchical approaches 
like eDonkey and KaZaA might be considered as clustering approachesf to a certain extent, where normal 
peers are clustered around the super-peers. The purpose of this "clustering" is to transform the costly all-to-all 
communication Pattern into a rnore efficient scheme. However, by doing so it introduces additional load-balancing 
concerns. In fact, this is a more general issue that appears in every acyclic hierarchical organization (i.e., tree-like 
organization). Thus, the cluster organization must be restricted to non acyclic structures in order to provide 
even distribution of responsibilities. 

A desirable property of each overlay network is acquiring a topology that remains as stable as possible over 
the time and minimize the related required communication cost to mairitain the targeted structure. However, 
in highly dynamic P2P systeiris that consist of unreliable peers, the desirable stability cannot be attained. This 
is the most crucial motivating factor for introducing the concept of clusters in the architectural design of the 
Oniicron overlay network. Clusters can be considered as an essential abstraction, which can be used to absorb 

'de Bruijn graphs are less dense than Kautz graphs but they are more flexible since they do not have any limitations 
on the sequence of the represented symbols in every node. 

+The Moore bound determines always maximum upper bounds on the size of the graphs that are not reachable for 
non-trivial cases. 

t ~ h e  calculated clustering coefficient for these networks is relatively high. 



the high peer attrition rate and accomplish high network stability. They can be considered as an equivalent 
mechanism to the suspensions used in vehicles to absorb shocks from the terrain. In order to niake more clear 
the involved concepts, it is required to define peer reliability, network stahility arid cluster endt~rance. We defirie 
network stability as follows: 

DEFINITION 2.1. Network stability S N ( t )  is  the probability that the topology of the network remains unmodified 
until some t ime t .  

A definition for peer reliability is given below. 

DEFINITION 2.2. Peer reliability Rp(t)  is the probability that the peer remains connected until some t ime t .  

Assuming that the lifespan of a peer is modeled with the random variable X, then the reliability of the peer 
is given by: 

Rp(t) = Pr{X > t )  = 1 - F ( t ) .  (4) 

where F(t) is the CDF (cumulative distribution function) of peer's lifetirne. 

Ori the other hand, a cluster is a virtual entity composed by several peers. We defirie the endurarice of a 
cluster as follows: 

DEFINITION 2.3. Cluster endurance E c ( t )  is  the probability that at least one peer of the cluster will remain 
connected until some time t .  

The endurance of clusters is calculated by the following equation. 

where K is the size of the cluster and Fi( t )  is the CDF of the i th peer in the cluster. 

Clustering algorithms aim mainly a t  "'partitioning i tems into dissimilar groups of similar items". They require 
the definition of a metric to estiinate the siniilarity of the items in order to perform the partitioning procedure. 
Sirice an overlay network is a virtual network, there is a lot of freedom in defining the optimal partitionirig rrietric. 
In the context of P2P overlay networks, the similarity of the peers forming an individual cluster is that all the 
members are responsible for the Same part of the address space, which does not necessarily define a rneariingfiil 
metric for assigning peers to clusters. Therefore, the proposed clusteririg algorithm requires criteria other than 
the usual similarity metrics. The key factors that motivate the coristruction/deconstruction of clusters are the 
following: 

Clusters should fulfill the endurance requirements. 

Clusters should have the smallest possible size in order to reduce the intra-cluster communication com- 
plexity. 

Clusters should be divided wheri it is possible to create d other endurable clusters, where d is the degree 
of the employed de Bruijn graph. Selective division should be applied to  maximize the endurance of each 
new cluster. 

Clusters should be merged when their estimated endurance is lower than a predefined endurance thresl-iold. 

Moreover, a hysteresis-based mechanism is required to avoid oscillations in splitting and merging clusters. In 
order to describe the membership of peers in the clusters the ClusterMap concept has been used. A ClusterMap 
includes the peers participating iri a cluster. ClusterMaps may be realized a s  tables collecting eritries for each 
member peer. Every entry may hold information about peers' GUID, their role in the systeni, the observed 
reliability arid other useful information that could be used by every peer of a cluster to effectively coristruct 
its local routing table. In fact, ClusterMaps are supersets of Routing Tables, including the potential peers of 
clusters that may become neighbors of a particular peer. ClusterMaps are periodically disseminated to neighbor 
clusters as well as the cliister itself. 



2.3. Two-tier Network Architecture 
The suggested two-tier network architecture is a rnajor step towards accomplishing the fulfillment of the targeted 
requirements. I t  enables the effective usage of de Bruijn graphs by successfully addressing their shortcomings. In 
fact, the successful "marriage" of two different topology design techniques (in a cornbination of a tightly stmctured 
macro level and a loosely structured m i c m  level) provides a hybrid architecture with several advantages. 

1. Tight ly  s t ruc tu red  macro  level. Adopting the topological characteristics of de Bruijn graphs, the macro 
level is highly symmetrical enabling simple routing mechanisms. Composed of endurable components, it 
results in a relatively stable topology with small diameter and jixed node degree. 

2. Loosely s t ruc tu red  micro  level. On the other hand, the micro level provides the desirable characteristics 
to the macro level by following a more loosely structured topology with a great degree of freedom in the 
neighbor selection. This freedom may be invested on regulating and achieving a finer load balance, offering 
an effective mechanism to handle potential hot spots in the network traffic. Moreover, locality-aware 
neighbor selection may be used to maximize the matching of the virtual overlay network to the underlying 
physical network. Finally, redundancy may be developed in this micro level supplying seamlessly fault- 
tolerance to the rnacro level. 

An example of the hybrid topology is illustrated in Figure 2. The structured macro level is a de Bruijn(2,3) 
digraph. Two riodes (representing peer clusters) are "magnified" to expose the micro level connectivity pattern 
between them. Two different connection types are shown: inter-cluster connections and intra-cluster connections. 

Macro level 

Maintainer (M 
Indexer (I) 
Cacher (C) 
Router (R) 

Figure 2. Omicron Overlay Network 

3. OVERLAY NETWORK MANAGEMENT 
In the resulting two-tier architecture, two entities are used to construct the network topology: individual peers 
and clusters of peers. Thereby, a set of efficient procedures need to be defined to handle the dynamic participation 
of the peers in the system and the resulting consequences in both the endurance and the maintenance cost 
of clusters. Three crucial requirements are driving the developed solutions: dependability, load-balance and 
eficiency. 

Wheri new peers request to join an Omicron-based P2P system, Maintainers perform a number of operations 
in order to place the new peers in the network. The purpose of their actions is to achieve a well balanced topology 
where clusters have sufficient endurance and the total workload is minimized and well distributed. 



Obviously, the optimal selection cari be niade when the endurance of every cluster of the network is globally 
known. However, such a solutiori raises scalability issues as the size of ttie network increases considerably. 
Therefore, an alternative approach has been irivestigated where Maintainers perforni a random walk collecting 
the endurance of each cluster iri the path in order to  decide which one is the best selection to  direct the new 
peer to. 

More particularly, a variety of bootstrap phases may be assumed, providing an initial online peer Py that 
triggers the mechanism to accept the newly joining peer Px. Without loss of generality it can be assumed that 
Py has been assigned the Maintainer role (otherwise the request has to be simply redirected to another peer py 
of the sanie cluster that has been assigned the Maintainer role). 

Upon the reception of tlie joining request Py triggers a sampling procedure using an inter-cluster random 
walk. I t  contacts a Maintainer Pz of a raridomly selected neighbor cluster, which is recursively repeatirig this 
step making a random walk of length W = cr . log(Cs), where Cs is the number of clusters in the system and a is 
a weight. I t  should be noted that W is asymptotically equal to  the diameter of the inter-cluster overlay network. 
The goal of the procedure is to equally distribute the new peers in the deployed clusters considering the iriternal 
state of each cliister, i.e., its endurance and its size. By performing a random walk of length a t  least equal to the 
diarneter of tlie network, every cluster has a probability of being included in the sampling procedure of each join 
request. Moreover, having a logarithmic nurriber of samples provides a fairly good approximation of collecting 
the state of all clusters, which would have been very costly in terms of communication traffic. Thus, the selected 
approach can provide a well-balanced outcome with a low cost. 

After performing the sampling procedure with the raridom walk, the appropriate cluster is selected. In this 
phase, a newly joined peer is considered unreliable and it is merely assigned the Router (and optionally tlie 
Cacher) role. Thus, the selected cluster is the one with the least number of unreliable peers so that the load 
for tlie Maintainers of the clusters is fairly equal. The Maintainer of the lastly visited cluster included in the 
raridom walk indicates to the newly joined peer the selected cluster of which it should become niember of (via an 
Accept message). Afterwards, Px is asking the provided maintainer of the target cluster to connect and becorrie 
a cluster member. As a reply, the Maintainer provides updated ClusterMap structures of the cluster itself and 
the neighbor clusters so that the Px can correctly build its routing table. 

t ......................... (Sampling procedure via random walk) I 

Figure 3. Join sequence diagram. 

The whole process is illustrated in Figure 3 by a sequence diagram. Peer Pz represents the Maintainers that 
participate in the sanipling random walk. The selected Maintainer receives the Connect message and replies 
by providing the riecessary ClusterMap structures. A further issue related to the network managemerit is the 
way the structured macro level expands or shrinks in order to fit to the network size. For this purpose, a 
decentralized algorithm to split and merge the clusters is described in.22 Moreover, a similar random walk 
mechanism may be applied when peers are becoming reliable enough to be assigned more critical roles (i.e., 
Indexers and Maintainers). 



4. INVESTIGATED SAMPLING ALGORITHMS 
In this section, we describe four different algorithms to  accomplish effective cluster coverage a t  low cost. Three 
of them are probabilistic and one is deterministic. All algorithms start randomly a t  any peer, assuming that 
new peers randomly select their first contact to send the requests to. Even if the employed bootstrap phase does 
not comply with this assumption, it can be easily achieved by performing an additional random walk before the 
sampling phase begins. 

4.1. Probabilistic Algorithms 
The probabilistic algorithms differ both in length and neighbor selection policy. Their description is provided in 
the following list. 

1. Random destination. This algorithm starts from any random peer, which randomly selects the final 
destination. This has the advantage of simplicity since it does not differ from a typical query routing 
procedure. However, the number of covered clusters is equal to the average query length. Therefore, the 
average random walk length is given by Equation 3, which is shorter thari the network diameter. The 
achieved cluster coverage is very similar to the assigned routing ~ o r k l o a d . ~ ~  

2. Short random walk. This algorithm starts from any random peer by randomly selecting only the next 
peer to follow among the neighbors found in the routing table. The procedure is recursively applied until a 
random walk of length equal to the diameter D of the network is reached. This algorithm has the advantages 
of (i) equal length random walks and (ii) better coverage distribution than the previous algorithm since 
seldom reached clusters are more likely to be visited. However, its implementation is more complex. It 
requires a non-oblivious routing mechanism to avoid cycles in the random walk. Clusters should be visited 
only once. 

3. Long random walk. This algorithrn is very similar to the previous one. The only difference is that the 
required length of the random walk must be twice the length of the diameter (2 .  D). It is expected that 
the longer random walk combined with the cycle avoidance restriction will provide a much better cluster 
coverage. The disadvantage of this algorithm is that it costs twice as much as the short random walk. 

4.2. Deterministic R-Shift Algorithm 
The aforementioned algorithms perform random walks in order to sample the endurance of the clusters. In this 
section, a determiriistic algorithm is investigated in order to evaluate such an alternative. It is assumed that the 
deterministic walk begins randomly a t  any peer (similarly to the random alternatives). 

There are certain restrictions and guidelines in designing an effective deterministic walk appropriate to effec- 
tively sample the endurance of clusters. 

1. The length of each walk must be as close as possible to its maxirnum value (i.e., the diameter of the 
network) . 

2. The length of each walk should not differ considerably (independently of the position of the initial cluster). 

3. The cluster coverage should be as wide and as evenly distributed as possible. 

There are several algorithms that can fulfill the aforementioned requirements. We have designed one that 
is as simple as possible. It is called 'R-Shij?" algorithm. Basically, each peer deterministically select the final 
destination by applying a right-shzj? operation a t  the GUID of its cluster (note that the conventional routing in 
Omicron utilizes left-shzft operations). The new symbol a t  the right end of the GUID must be different than the 
symbol a t  the left end before the right-shift operation. Formally, this operation can be expressed as follows. 

rshi f t(uluz ... UD) = u 2 . . . u ~ E ,  

where the is an operation that provides a different symbol from the available alphabet (deterministically). 
For example, for binary de Bruijn graphs, it holds that Ö = 1 and 1 = 0. It is guaranteed that using the R-Shift 



algorithm all the clusters will be included in the sanipling since Equation 6 provides a direct and unique rnapping 
of tlie input cluster to  the output cluster. 

This algorithm is graphically illiistrated in Figure 4, which displays a de Bruijn(2,4) digraph. Two different 
deterministic walks are shown. Assume that the two walks Start a t  nodes (0011) and (OlOl), respectively. 
Thereby, the R-Shift algorithuil produces the sequence (0011) -t (0110) -t (1100) -> (1000) -t (0001) for the 
first case, which is traversed by Msgl. Similarly, the sequence (0101) -t (1010) -t (0100) -t (1001) -, (0010) 
is traversed by Msg2. However, in certain cases the length of the path is srnaller than the diameter, e.g., 
(1101) -t (1011) (0110). 

Figure 4. Deterministic R-Shift algorithm. 

The described algorithms have different inter-cluster communication cost that determines the samplirig walk 
length. Table 1 summarizes this cost. 

1 Raridorri destiriatioii 11  I 
I Sliort random walk II Dnn I 

5. EVALUATION 

Lorig randoni walk 

The evaluation has been performed by simulation experiments usirig the general purpose discrete event simulator 
for P2P overlay networks described The constructed overlay network forms an Omicron network. In the 
involved operations participate mostly the Maintainers. 

2 .  DDB 

5.1. Cluster Coverage 

The most critical aspect we need to evaluate is the ability of the four sampling techniques to visit evenly each 
cluster of the network. Figure 5 provides the results for a specific Omicron configuration where the structured 
de Bruijn network is composed of 2048 clusters and the inter-cluster degree is k = 2. Figure 5(a) describes 
the coverage distribution (the number of times each cluster is sampled) for the random destination algorithm. 
Similar results are provided in Figure 5(b), Figure 5(c) and Figure 5(d) for the R-Shift algorithm, the short 
random walk algorithm and the long random walk algorithm, respectively. 

R-Shift N DDB 
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Figure 5. Sampling distribution using random walks. 

As expected, the long random walk algorithm provides the most evenly distributed sampling where the 
majority of samples differ less than 10% from the mean value. The reason for this lies on the fact that more 
clusters are sampled a t  every join, which is combined with the cycle-removal mechanism (non-oblivious routing 
mechanism). Therefore, clusters that are seldoni sampled by other algorithms have a higher probability of 
sampling by this algorithm. 

Aiming a t  providing additional results on the ability of each algorithni to evenly sample the network clusters, 
further experiments liave been performed. In these experiments, the size of the structured macro level (de Bruijn 
network) is modified between 64 and 16,384 clusters. For each experiment, a number of join requests is generated 
that is related to  the size of the network and the utilized algorithm. The target is to generate approximately 
equal workload for all of the algorithms. 

The quantity of interest in these experiments is the evaluation of the standard deviation of the cluster sampling 
distribution for each algorithm. Figure 6(a) summarizes the results of the experiments. It should be noted that 
the X-axis scales logarithmically in order to provide a more comprehensive view. As it can be observed, the long 
random walk algorithm achieves the smallest standard deviation for the complete range of the evaluated network 
sizes. Moreover, the short walk algorithm achieves better performance compared to the random destination 
algorithm as the network grows. The standard deviation of the R-Shift algorithm grows considerably more 
cornpared to the three probabilistic alternatives. 

However, the standard deviation provides an absolute value for the effect. In many cases, it is more important 
to observe a relative metric that relates the standard deviation with the mean value. Such a metric is the 
coeficient of variation, which is defined as CV = a / p ,  where U is the standard deviation and p is the mean 
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Figure 6. Cluster sampling in de Bruijn networks. 
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value. It should be noted that the mean value of the deterministic algorithm differed fror11 the provided mean 
values set. Therefore, i t  is not included in the provided results. Figure 6(b) summarizes the results on the 
coefficient of variation. As i t  can be observed, the lorig random walk algorithm accomplishes always a coefficient 
of variation less than 10%. Also, it is interesting to notice the decreasing rate of CV for the short randorn walk 
algorithm. It can be stated that for very large network size, the performance of the short random walk algorithm 
approaches asyrnptotically the performance of the long randoni walk algorithm. 
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5.2. Cluster Sampling Inter-arrival Distribution 
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The aggregated behavior of the cluster samplirig algorithms can be observed with the experiments performed 
in the previous sections. However, it is essential to evaluate how often each particular cluster is revisited in 
subsequent random walks. 
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0.00 

Self-connected clusters (i.e., with GUID 111 ...I or 000 ... 0) are the least frequently irivolved clusters in the 
routirig procedure,37 which can also be observed in Figure 5. F'urther, by examining the details of the collected 
results, it has been noticed that clusters with GUID, e.g., (011001001) or (0110010011) or (01100100110) are 
among the most frequently visited clusters for each sampling algorithm (GUIDs with lack of "patterns" iri their 
digit sequence) . 

Let us define each random walk experiment as a "round". The event of interest Ec is "how many random walk,s 
(rounds) are necessary until a particular cluster C is  sampled7'. Such a quantity can provide vital information on 
whether the sarnpling algorithm is adequate for its need. Therefore, further experiments have been performed 
ainiing to evaluate Ec. Collecting the experiment results for these clusters, the diagranis of Figure 7 kiave been 
drawn to show the probability that the particular cluster will be sampled aker a certain number of sarripling 
walks. In order to  generate these measurements, the long random walk algorithm has been employed. 

It is interesting to observe that the cluster sarnpling inter-arrival distribution can be closely approximated 
by an eqonential distribution of the form f (X) = Xx-'", s 2 0. The reason for such behavior can be explained 
as follows. Let us call Vc the event of interest, which is visiting a particular cluster C during a random walk. 
Vc is a Bemo.iJli random variable: 

where p is the probability of success that deperids on the cluster position iri the digraph. Each raridom walk is 
an iridependent event. If we let X be the number of the performed events until a success occurs, then X is said 
to be a geometric random variable with parameter p. Its PMF is given by: 
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6. CONCLUSIONS 
Omicron is a hybrid overlay network that hcbs been designed to meet several critical requirements for P2P systems. 
Omicron fits adequately to the needs of a great multitude of P2P based CDNs. In this Paper, we have focused 
on the sampling mechariism of Omicron that has been employed in order to provide a well balanced arid stable 
network. The maintenance overhead that is required to enswe rietwork stability through cluster eridurance 
has been evaluated with multiple sampling algorithms. Both deterministic and probabilistic algorithms have 
been eniployed where the latter showed better cluster coverage capabilities. In addition, the cluster sarnplirig 
inter-arrival distributions have been estimated revealing an interesting distribution property that can be further 
exploited by analytical means to obtain a stochastically described P2P network. 

In the future, we plan to investigate in detail the properties of the utilized sampling mechanisnis as they are 
applied to  different overlay networks. Sampling techniques are of a more general interest and can be applied to 
other quantities that cluster endurance. They fit well in the distributed nature of P2P systems where no central 
componerit exists. Tlieir exploration is vital to develop efficient systenis and franieworks that can be deployed 
in the context of deceritralized CDN infrastructures. 
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