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Abstract 
One major challenge in business process intelligence and business process rnanagement is 
performance modeling and performance rneasurement of workjlows in order to plan their 
execution. Business process intelligence facilitates advanced business process execution 
management, i.e., prediction, rnonitoring, and optimization. In order to analyze Web Service 
workflows and to plan the workjlow control, network calculus, originally developed for analyzing 
packet switched networks, can be used to describe the worst-case performance behavior of a 
workflow. By addressing capacity planning of Web Sewice workjlows, resource usage becornes 
more and more important. Performance modeling and rneasurement are crucial to ensure that the 
workflow execution rernains feasible und SLA violations due to overload are avoided. Thus, this 
paper presents a worst-case per$ormance modeling approach for Web Service workflows based on 
network calculus to support capacity planning decisions. 

1. Introduction 

In the last years it became important for enterprises to react quickly to the changing environment 
and to adapt their business processes continuously due to the globalization and deregulation of 
markets. The realization of a continuous business process management with business process 
intelligence which allows to react flexibly and to manage the business process in order to avoid 
performance problems during the process execution is quite important. The IT architecture within 
enterprises is often characterized by a large amount of heterogeneous legacy systems, middleware 
platforrns, programming languages, operating systems, and communication channels which are 
barely manageable [13]. Business process management has to meet customer expectations, i.e., 
Quality of Service (QoS), and has to control the costs to stay competitive [2]. Thus, enterprises have 
to plan their business processes in advance to adapt them to changing business needs. 

Nowadays, it becomes more and more important to integrate internal legacy systems and to couple 
extemal business partners in order to realize flexible business processes. A Service-oriented 
Architecture (SOA) as an architectural blueprint, which facilitates the integration of intemal legacy 
systems and the coupling of external business partners in order to realize flexible business processes 
can be used to support these goals [12]. By applying the SOA paradigm it is possible to compose 
and orchestrate self-contained loosely coupled services to cross-organizational business processes 
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even from external Partners. In order to implement workflows based on services, regardless of the 
underlying legacy systems, Web Services as an Open standard are often used [3]. 

In our previous work [SI [6] [7] we presented a heuristic-based detailed workflow execution 
approach based on Web Service technology which enables the selection of specific Web Services at 
runtime as well as replanning mechanisms. In [8] a capacity planning approach for Web Service 
workflows is described in order to plan the workflow control in advance. To avoid the risk of poor 
workflow performance, business process intelligence, capacity planning of workfiows, business 
process automation, and performance analysis are similarly important. Modeling workflows has 
been widely studied, e.g., in [I]. Generally statistical models are employed. However, they are not 
always appropriate. Certain customers demand deterrninistic QoS and are willing to pay for it. 
Further, the drawback of statistical models is that if the performance goal is not achieved, the 
question arises whether this is due to false assumptions or a statistical fluctuation. 

In this paper, we focus on the worst-case performance analysis for Web Service workflows. The 
performance of a process is quite important for the workflow controller in order to decide how 
many instances of a workflow have to be executed to ensure that all requests can be served. We use 
network calculus as the tool for modeling the worst-case performance. 

2. Network Calculus Basics 

Network calculus is a system theory for deterministic queuing systems. It has been developed in the 
1990s and is widely used in the context of deterministic QoS in packet switched networks. The 
system theory approach generally means modeling a phenomenon by three entities: a system, an 
input and an output. The system maps an input to an output. This approach is widely spread in the 
field of electrical engineering, especially in communications and control systems. Network calculus 
brings the system theory approach to computer networks. The input is the traffic flow that is 
originated at the sender, the system models the network which introduces delays, packet loss, etc., 
and the output is the traffic flow that anives at the receiver. With this model, the performance of a 
network can be analyzed by evaluating whether the traffic flow arriving at the receiver is 
appropriate. One particularity about network calculus is that in contrast to classical system theory, it 
builds on min-plus algebra as a mathematical foundation. In min-plus algebra the addition operator 
is the "minimum"-operator and the multiplication operator is the "plus"-operator. The reason for 
this is that while normal, i.e., "plus-times" algebra is well suited for describing physical systems, 
min-plus algebra is suited for describing man-made systems [4]. The characteristic of a man-made 
system generally is that there are customers which share a resource while having a goal. In 
computer networks, the customers are data packets, the resource is the network and the goal is to 
maximize the throughput or to minimize the delay. 

We will show in this paper that this model is also suited to describe business processes, where the 
customers are the requests, the shared resources are the service providers and the goal is something 
along the lines of maxirnizing the number of executed requests, minimizing the cost, etc. 

This chapter provides a non-mathematical overview of the concepts and definitions used in the 
Course of this paper. An excellent textbook on network calculus is [9], a concise introduction 
covering all theorems and definitions used here can be found in [10]. 



2.1. Arrival Curve 

The arrival curve is the input to the system. Unlike in classical system theory, where the input is the 
actual signal that enters into the system, the arrival curve is the upper bound for the input traffic, 
i.e., the arrival curve denotes the maximum traffic that the sender may inject into the network. It is 
given as a function, where the X-axis denotes the time interval and the y-axis denotes the maximum 
amount of data that may be sent in the corresponding interval. An example of an arrival curve, 
along with the other concepts presented in this section, is shown in Figure 1. The most prominent 
example for a traffic regulation algorithm is the Leaky Bucket [15], which is often also referred to 
as Token Bucket. Its arrival curve is given by the following equation. 

a(t)=b+rt fort > 0 .  (1) 
It indicates that a burst of size b can be sent at once, but thereafter only the rate r can be sent. 

2.2. Service Curve 

The service curve indicates the amount of data that a node must serve in the worst case. It is also 
given in the form of a function, where the X-axis denotes a time interval and the y-axis the 
minimum amount of data that must be served. A widespread service curve is the latency-rate (LR) 
service curve [9] [10], which has two Parameters. After the latency the packets are served at a 
constant rate. In the following we introduce two of three basic bounds of Network Calculus, the 
backlog bound and the delay bound. In addition the concatenation of service curves is shown which 
provides a method to represent several network elements as one system 

2.3. Backlog Bound 

The backlog bound denotes the amount of data that is in the network. If only one node is 
considered, the backlog bound denotes the minimum buffer size of that node. The backlog bound is 
the maximum vertical distance of the arrival curve and service curve. 

2.4. Delay Bound 

The delay bound denotes the maximum delay that a packet might experience in the network. It is 
given by the horizontal distance of the arrival curve and service curve. An example of an arrival 
curve and service curve with the corresponding backlog and delay bound is shown in Figure 1. 
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Figure 1. Arrival curve, service curve, backlog bound, and delay bound 



2.5. Concatenation 

The concatenation theorem allows the analysis of networks consisting of multiple nodes. It works 
analogous to classical system theory, where the transfer function of a system is given by the 
convolution of the transfer functions of the subsystems. The service curve of a path is given by the 
min-plus convolution of the service curves of the nodes along the path. The min-plus convolution is 
given by the following function, where ßl(t) and ßz(t) are the node service curves and ß(t) is the 
service curve of the path consisting of these two nodes. 

For a method how to intuitively convolve arbitrary functions the reader is referred to [ l l ]  
(elaborated in [10]). 

3. System Model 

Typically a business process is defined as a consecution of activities which creates a value to the 
customer. The automation of a business process by IT-systems is referred to as a workflow [16]. 
Assuming a business process which can be decomposed into several basic activities, each of these 
activities can be executed by a Web Service WSi (i=l, ..., n). For details on the selection and 
invocation of a Web Service, the reader is referred to [17]. The selected and invoked Web Services 
can be composed to a Web Service workflow, which facilitates the selection and inter-connection of 
Web Services provided by different service providers or Partners [17]. 

In the following we will analyze sequential Web Service workflows, i.e., each Web Service WSi is 
executed sequentially. The workflow can be decomposed into several subprocesses. Depending on 
the granularity of the activities, each subprocess can be further decomposed into subtasks. 
Considering a workflow consisting of n different activities the workflow controller has to ensure 
that task i (i=l, ..., n)  has to be executed before task i' ( iJ=l ,  ..., n) if ici ' .  For each task the workflow 
controller has to select the appropriate Web Service that provides the required functionality for the 
specific task i ( i=l,  ..., n)  and has to create a detailed execution plan for determining which Web 
Service has to be invoked at which step in the workflow. For each activity there exist several Web 
Services which fulfill the required functionality of the task. The workflow controller has to create 
the execution plan, i.e., to select those Web Services, which are the most cost-efficient. 
Furthermore, it has to reduce the delay, maximize the throughput, and realize an optimal resource 
usage. In the considered system, the incoming requests for the execution of the workflow can arrive 
in a bulk at a specific time or can arrive constantly. 

4. Applying Network Calculus to Web Service Workflows 

4.1. Arrival Curves and Service Curves 

As pointed out in the system model, requests to the system can arrive in different forms. 
Possibilities are bulk arrivals, constant rate arrivals or stochastic arrivals. Since our goal is to 
describe the deterministic worst-case behavior, we neglect purely stochastic arrival models, as they 
might cause the worst-case performance to be arbitrary bad, even if the probability for that case is 
low. The Token Bucket arrival curve is appropriate to capture the incoming request arrivals. It 
allows for setting the maximum size of the bulk of arrivals as well as the sustained rate. 



The relevant parameters for our Scenario to describe a Web Service are the response time and the 
rate at which requests can be serviced. Therefore, the service curve concept is well-suited to 
describe the performance of a Web Service. The latency-rate (LR) service curve [9] [10] grasps 
exactly the two aforementioned parameters. Beyond that, it is also possible to have service 
providers, which offer Web Services in the form of "the first 100 request are serviced with a rate 10 
executions/second and the remaining ones with rate 5 executions/second". This is grasped by the 
L2R service curve [14], which will be neglected in our further analysis. Using sophisticated service 
curves allows the service provider to do cost differentiation. When determining the appropriate 
parameters of the service curve the effect of other workflows being executed at the Server, possibly 
leading to congestion, must be incorporated as well. 

As mentioned earlier, the examined workflow consists of sequentially executed Web Services. 
Hence, if a Web Service is described by a service curve, the workflow can be described as the 
concatenation of the service curves. This is an analogy to a network path, where the service curve of 
the path consists of the concatenation of the service curves of the nodes. In Table 1 the analogies of 
a packet switched network and a Workflow Management System (WFMS) facilitating Web 
Services for implementation purposes are summarized. 

Table 1. Analogies between a packet switched network and the considered WFMS 

Packet switched network 

Path through the network 

Node in the network 

Packet 

Throughput 

End-to-end delay 

4.2. Application of the Theorems to Web Services 

Workflow Management System 

Workflow 

Web Service 

Request 

Rate at which requests can be processed 

Time until a workflow is completed 

In this section we interpret the theorems on the bounds in the context of Web Services and Web 
Service workflows, respectively. The delay bound indicates the worst-case response time that a 
request may have. It takes place when the largest possible bulk of requests arrives and the service 
provider offers exactly the service curve. This is shown in Figure 7. From the backlog bound it can 
be deduced how many requests are currently pending, which equals the amount of requests not yet 
executed. 

4.3. Optimal Choice of Service Providers 

In order to use the best suited Web Services to realize the execution of the workflow, the workflow 
controller has to create the overall service curves for the workflow. Later it has to choose those Web 
Services with which it is able to maximize his throughput and to minimize the worst-case delay. 

An example of such a workflow is shown in Figure 2. The incoming requests are described by the 
arrival curve a(t), the worst-case of the processing of each Web Service WSi is specified withJi(t). 
The worst-case overall service curve of the workflow is depicted asßj,„,.k.„(t). It must be noted 
that a(t) is not the actual input of the System andJj,wn,ktro,,,(t) does not describe the actual scheduling. 
They are bounds for the input and the scheduler. 
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Figure 2. Web Service workflow 

The results of [I I] (elaborated in [10]) can be used to determine the optimal combination of service 
providers with respect to a certain goal. Minimizing the worst-case response time of a first request 
in a bulk is achieved by choosing for each task the Web Service with the service curve having the 
lowest latency and the highest execution rate. 

The throughput is maximized as follows. For each Web Service the service curve with the highest 
rate is collected. Theses rates are compared, and the lowest of them is the highest achievable rate 
for the workfiow. Since it does not help if other service providers offer higher rates than the highest 
achievable rate, from them service curves offering the highest achievable rate can be chosen. 
Optirnizing to a joint rate and delay requirement is done by selecting from each service provider the 
service curve with the lowest delay under the condition that the rate requirement is met. 

5. Example 

Considering a generic credit process, the appropriate Web Service workflow has to be executed 
many times in a specific time period to serve all incoming requests. Assuming that the incorning 
requests, arriving at the Workfiow Management System, are constrained by a Token Bucket arrival 
curve a(t) with the rate r and a depth b. 

Each Web Service offers a functionality, i.e., the execution of the requested service, to the service 
consumer. The amount of requests a Web Service WSi is able to serve within a specific time slot - 
which is specified respectively negotiated with the service provider in the SLAs - can be modeled 
as a worst-case with a service curve Ji(t). Figure 3 shows our example process, which will be 
analyzed in the following. The credit process can be decomposed into the subprocesses loan 
request, credit assessment, servicing, and workout. 
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Figure 3. Generic Credit Process 

In order to model the incoming requests to execute the credit process, we will use two Token 
Bucket arrival curves in our example, as depicted in Figure 4. 
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Figure 4. Arrival curves for incoming execution requests 

For the execution of each task, a Web Service can be used which is offered by a service provider. 
Furthermore there exist service providers offering several Web Services which fulfill the required 
functionality for each task, as e.g. the loan request. In order to reduce the complexity of the example 
it is assumed that there are three Web Services available for the first task and two Web Services for 
each of the remaining tasks. In the following, the Web Services for the first task are denoted as 
WSIsl, WSIr3 where the first index denotes the activity and the second index the number of the 
considered Web Service, which fulfills the required functionality of this task. The Web Services for 
the second task are denoted as WS2,], WS2,2 and so On. 

Each Web Service offers different service levels. A Web Service needs some time for initialization 
(latency I) and thereafter begins with the execution of requests with a specific rate r. The 
differences between the offered Web Services are on the one hand the time needed for initialization, 
i.e., the latency I, and on the other hand the execution rate r. This behavior can be described with 
rate latency service curves as shown for the first task in Figure 5. 

Executed requests 
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Figure 5.  Service curves for the first task 

In this example the execution of WSlpl Starts with a small latency llP1 and with a slow execution rate 
r1,l. has the Same latency of 11,~ but a higher execution rate r1,z. The highest execution rate rl,3 
with the largest latency of llS3 has WSls3. Figure 6 describes the service curves for the offered Web 
Services for the remaining tasks. The challenge for the workflow controller will be to invoke those 
Web Services in order to achieve the lowest delay respective the highest throughput. Thus, with the 
introduced concatenation theorem it is able to construct the overall service curves for the process 
for the different chosen Web Services and can optimize his throughput and minimize the delay. 
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Figure 6. Service curves for the remaining tasks 

5.1. Delay Analysis 

If the workflow controller chooses WSl,,, WS2,), WS3,1,, and to execute the process, the overall 
service curve results inJl,wo,w„ with the delay dl shown in Figure 7. 

Executed requests 

Time 
[ / . I  12.1=13.1=14.1 

Figure 7. Delay for an aggregated service curve 

The maximum delay that a request will take to complete is denoted by the dashed line. This delay dl 
Sets in for the last request that arrives in the largest possible bulk allowed by the arrival curve and 
the service provider waiting its full latency before starting to service requests. It is also to be noted 
that the throughput could be increased by choosing the service curveJ1,2, but it is not required in 
this case as the rate of the arrival can be serviced this way as well. However, the delay could be 
reduced when usingßlJ2. In these deliberations it becomes clear that optimizing the choice of Web 
Services is a non-trivial problem. 

5.2. Throughput Analysis 

In order to optimize the throughput of the process, the workflow controller has to choose the Web 
Services with the highest execution rates. In our example this would comply with WS,,.?, 
WS-1,2,, and The overall service curve results in ßz,wkflw which is shown in Figure 8. In this 
case it becomes clear, that even though the rate is higher, the latency prior to the first request 
processed is higher than in the previous example. 
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Figure 8. Throughput Maximization 

6. Conclusion 

In this paper we propose a worst-case performance model for Web Service workflows. The 
rationale of this model is to apply results from network calculus to Web Service workflows. The 
concept of arrival curves is used to describe the amvals of requests. The concept of service curves 
is well-suited to capture the service offered by a service provider. Further, service curves allow a 
flexible description of the services offered by the service provider, which is useful when charging is 
taken into account. It is shown how the delay and the throughput of a workflow execution can be 
optimized. 

We understand that the sequential workflows considered in this paper are only a subset of the 
workflows encountered in reality. However, network calculus allows the analysis of complex 
networks (and therefore complex workflows) containing complex anival and service Patterns, 
loops, forking and joining paths, etc. [4] [9]. Incorporating these concepts in the analysis of 
workflows is subject of our future work. 

Beyond that, our further research aims at extending our approach with a cost model and formulating 
an optimization problem. Further, we will enhance the approach considering workflow 
parallelization and other resource planning problems and implement our results in a Prototype. 
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