
[ESR+08] Julian Ecked, Stefan Schulte, Nicolas Repp, Rainer Berbner; Ralf Steinmefz; Queuing-based 
Capacity Planning Approach for Web Service Workflows Using Optimization 
Algorithms. In: IEEE International Conference on Digital Ecosystems and Technologies.2008 
(IEEE DEST 2008), February 2008. S 31 3-31 8. 



2008 Second IEEE International Conference on Digital Ecosystems and Technologies (IEEE DEST 2008) 
O 2008 IEEE. 

Queuing-based Capacity Planning Approach for Web Service 
Workflows Using Optimization Algorithms 

Julian ECKERT, Stefan SCHULTE, Nicolas REPP, 
Rainer BERBNER, and Ralf STEINMETZ, Fellow, IEEE 

Multimedia Communications Lab (KOM), Department of Electrical Engineering and Information Technology, 
Technische Universität Darmstadt, Germany 
e-mail: julian.eckert@kom.h~-darmstadt.de 

Abstract-One major challenge for sewice-oriented work- 
flows in digital ecosystems is capacity planning for cross- 
organizational Web service workflows in order to avoid per- 
formance degradation. In order to analyze the execution ca- 
pacity of Web service workfiows and to plan the workflow 
control, queuing theory can be used to describe the average 
performance behavior of a workflow. 

By addressing capacity planning of Web sewice workflows, 
resource usage becomes more and more important. Capacity 
planning and performance measurement are crucial to ensure 
that the workflow execution remains feasible and SLA viola- 
tions due to overload are avoided. Thus, this paper presents a 
capacity planning approach for Web service workflows based 
on queuing theory to support capacity planning decisions. Fur- 
ther we describe an optimization algorithm how to achieve an 
optimal utilization of the invoked Web sewices at minimal 
COStS. 

Index Tems-Capacity Planning, Quality of Service, Ser- 
vice-oriented Architecture, Queuing Theory, Web service 
Workflow. 

In service ecosystems, the collaboration of business part- 
ners became more and more important. The reason for this 
is the globalization and deregulation of markets, which cre- 
ate the need for enterprises to be able to react to their 
changing environment and therefore also adapt their busi- 
ness processes continuously [12]. Conceming business 
processes, cooperation with extemal business partners 
forms the advantage that enterprises are able to buy and in- 
voke extemal services which are less expensive and/or have 
a better performance in order to reduce costs or increase the 
execution capacity of a business process. 

A continuous business process management is needed in 
order to realize the requested flexibility of enterprises [3] 
which allows to react flexible and to manage the business 
process to avoid performance problems during the process 
execution. The challenges for the business process man- 
agement are on the one hand to meet customer expectations, 
i.e. Quality of Service (QoS) and on the other hand to mini- 
mize costs to stay competitive. Thus, a holistic process 
management includes key issues as capacity, reliability, 
availability, scalability, and security [I]. 

In order to realize the invocation of s e ~ i c e s  from exter- 
nal partners as well as the internal legacy Systems, the Ser- 
vice-oriented Architecture (SOA) paradigm is often rec- 
ommended to enable agile business processes [I 81. Self- 

contained loosely coupled service~ can be composed and 
orchestrated to cross-organizational business processes in 
order to react fast and flexible to changing business needs 
and to optimize the business process conceming costs and 
QoS Parameters. Workflows, which are typically the auto- 
mation of a business process, may use Web services as an 
Open standard technology [2], [19]. Reference architectural 
styles for Service-oriented Computing as the matchmaker 
style or the broker style are described in [7]. 

A detailed workflow execution method within one work- 
flow in digital ecosystems can be found in our previous 
work [4], [5]. A continuous workflow management for 
workflows with a high amount of execution requests e.g., 
claims handling, loan handling, and accounting, requires 
capacity planning strategies and a performance analysis in 
order to be able to serve all execution requests and even 
peaks. Capacity planning can be descnbed as the process of 
predicting when hture load levels of a business process will 
saturate the system and determine the most cost-effective 
way of delaying system saturation as much as possible [17]. 
Performance prediction, cost model development, cost pre- 
diction, and cosVperformance analysis are amongst others 
typical steps concerning a complete business process man- 
agement [I 61. 

The aim of a capacity planning approach, in the context 
of Web service workflows and business process manage- 
ment, is the avoidance of poor performance and Service 
Level Agreement (SLA) violations before those impact the 
business. 

Considenng business processes with high repetition rates 
as e.g., a generic credit process, the high number of execu- 
tion requests of this process has to be processed by a com- 
posed Web service workflow. In order to ensure the com- 
plete execution of all credit requests a continuous capacity 
planning is required. It is indispensable to achieve a proac- 
tive and continuous capacity planning procedure to guaran- 
tee that all requests of a workflow can be served. Due to the 
necessity of a holistic workflow control for workflows with 
high repetition rates, we propose a capacity planning and 
cost-effective approach for Web service workflows. In [8] 
we show how to plan the workflow execution by workflow 
parallelization in order to serve a large amount of incoming 
workflow execiition requests in a specific time period. 

A worst-case performance analysis for Web sewice 
workflows using nehvork calculus is shown in [9]. In order 
to analyze the average performance behavior of Web ser- 
vice workflows, this paper focuses on capacity planning as- 
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pects by using queuing theory. 
The remainder of this paper is structured as follows. The 

next section introduces queuing theory basics for the 
M/M/1 queue. In Section 111 the system model is described 
followed by the application of queuing theory to Web ser- 
vices in Section IV. The throughput analysis of a Web ser- 
vice workflow is discussed in Section V. Section VT de- 
scribes an optimization algorithm how to maximize the 
utilization of all invoked Web services at minimal costs and 
minimiun average response time of the entire workflow. 
The paper closes with a conclusion and an outlook on future 
work. 

The principle of queuing models is well studied in the 
literature [13], [14]. Queuing occurs because the number of 
arrivals of requests to a resoiirce varies in time. An over- 
view about a basic queuing model is shown in Fig.1. The 
M/M/I queuing model assumes that the arrivals are distrib- 
uted in a Poisson manner (eqiiation 1) with the arrival 
rateil. The average number of arrivals in a specific time 
period t is E ( k )  = ilt and the vanance V is V = At . At the 

server the service times are exponentially distributed. 

In a Poisson process the customer interarrival times are 
exponentially distributed. This memoryless characteristic 
implies that the next state X,+, does not depend on the time 
the process has spent in state X,. 

The context between a birth-death process, which is a 
special case of a Markov process, and the M/M/I queue is 
that a birth reflects the arrival of a new customer, either to 
the queue or directly to the server (depending on the status 
of the queue) and a death represents that a customer has al- 
ready been serviced and has left the system. 

The queue is usually modeled as a black box where 2 
represents the requests respectively jobs that arrive per time 
unit on average. The number of incoming jobs in a specific 
time period 2 is called the arrival rate or the arrival inten- 
sity. The order of processing the jobs is in the same order as 

queue 
server 

they arrive, i.e. in a first come first serve discipline [6]. If 
there are already jobs in the queue, the incoming job has to 
wait in the queiie until the server is empty and the job can 
be processed at the server. 

A .  Arrival rate and service rate 

At the queuing station the jobs arrive with a negative ex- 
ponential interarrival time distribution, i.e. the rate at which 
they arrive at the server is denoted by 2 with the interarri- 
val timet = 1 / A . Considering several parallel incoming 
Poisson processes Al, ...,&, the resulting process LI, is 

also a Poisson process which can be calculated as shown in 
equation (2). 

At the server, the service times are also negatively expo- 
nentially distnbuted with the mean service time x = I / p , 
where p denotes the rate at which the jobs are processed. 

B. Overload avoidance and utilization 

In order to avoid overload the average number of arrivals 
per time unit may not exceed the average number of jobs 
the server is able to process per time unit, i.e. A I p . This 

precondition ensures that the system is stable and an accu- 
mulation of an infinite queue is avoided. The utilization 
pi of the server i can be calculated as shown in equation 3. 

This implies that the system (server) can only be in sta- 
ble state i fp i  I I .  Othenvise there would be more incom- 

ing jobs than the server is able to serve per time unit. 

C. Average number of customers in the system and aver- 
age system time 

The average number of customers N in the system repre- 
sents the number of jobs that are waiting in the qiieue and 
the number of jobs that are in the server at a specific time. 
The average number of customers N in the system yields to: 

The average System time T is the time a job spends in the 
system (queue and server) until the job is processed and has 
lefi the system. The calculation is shown in equation (5). 

Fig. I .  Basic qucuing rnodel 
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D. Burke's Theorem 

The departure process y of a stable single server M/M/I 

queue with an arrival and a service rate il and ,LI respec- 

tively, is a Poisson process with the rate il [13]. 

In [12] a business process is defined as a consecution of 
activities which creates a valiie to the customer. Typically a 
business process can be decomposed into several basic ac- 
tivities, which can be executed by a specific Web service 
WSi (i=I ,..., m) which fulfils the required functionality of 
the considered task. When talking about Web service work- 
flows in digital ecosystems and service-oriented environ- 
ments it is quite important that the selection and composi- 
tion of Web services can be done from intemal services as 
well as from extemal Partners [20]. The focus of our re- 
search are workflows with high repetition rates as the pre- 
viously mentioned generic credit processes, which can be 
decomposed into the subprocesses loan request, credit as- 
sessment, servicing, and workout. 

The considered workflows in this Paper, with a sequen- 
tial execution of the tasks, are only a subset of the work- 
flows encountered in reality. However, queiiing theory al- 
lows the analysis of complex networks (and therefore com- 
plex workflows) containing loops, iterations, forking and 
joining paths, etc. [13]. In our fi~rther analysis we consider 
workflows with a sequential execution of the tasks, respec- 
tively Web services. These tasks are, dependent on the 
granularity of the task decomposition, decomposed in such 
a way that there exist ranges of Web services WS, which 
fulfill the required functionality of the considered task i. 

The orchestrator as the workflow controller acts as an in- 
termediary and is responsible for the execution of a work- 
flow. It has to handle all execution requests and has to en- 
sure that all requests can be served within a specific time 
period. The aim of the workflow controller has to be to 
serve all incoming requests at minimal costs and at minimal 
time. 

Assuming a huge amount of incoming requests, the in- 
coming arrivals can be modeled as a Poisson process as de- 
scribed in Section 11. The assumption that the arrivals can 
be modeled as a Poisson process can be assumed in various 
scenarios [10]. In order to execute all incoming requests the 
workflow controller has to stores all incoming requests be- 
fore respectively during the workflow execution. The work- 
flow is executed by invoking several Web services and 
composing them to a workflow. For each task the workflow 
controller has to choose the appropriate Web service which 
fulfills the required functionality which is described in the 
SLAs. An example of the considered system is shown in 
Fig.2. In the workflow consisting of m different activities 
the orchestrator respectively workflow controller has to en- 
sure that task i ( i= l  ,..., m) has to be executed before task i '  
(i'=l,  ..., m) if Xi ' .  The workflow controller has to create an 
execution plan in order to optimally use the capacities of 
each Web service to increase the throughput by an optimal 
utilization of the invoked Web services, i.e. to select the 

most efficient Web services. Furthermore, it has to maxi- 
mize the throughput, and realize an optimal resource usage 
in order to use the capacities of the Web services optimally. 

IV. APPLICATION OF QUEUING THEORY T 0  
WEB SERVICES 

The workflow, as mentioned in Section I11 consists of 
several Web services. The number of incoming requests of 
the workflow in a specific time period can be modeled as a 
Poisson process with a specific arrival rate which is referred 
to as L, . The workflow controller is faced with this arrival 

rate and has to invoke the first Web service out of a range 
of n Web sewices, which fulfills the required functionality, 
in order to execute the first task of the workflow, denoted 
by WS,./. After invoking a Web service for the first task, the 
workflow controller has to invoke a Web service for the 
second task out of a range of n, Web services which fulfill 
the required functionality of task two, denoted by WS2.i. The 
specific aspect in the consideration conceming queuing the- 
ory is that due to a large amount of incoming requests there 
will be a queue for the execution of the first Web Service, 
the second Web service et cetera. 

A.  Throughput und utilization analysis of a Web service 

Considering a Web service which is faced with a specific 
arrival rate il and a service rate ,U the throughput, respec- 

tively output y in the long run, if it holds t h a t A < p ,  

i.e. p < I ,  will be the same as the input rate il , i.e. y = il . 
The queiie which is accumulated at a Web service occurs 

due to random amvals and the fact that requests also may 
occur in a burst. The workflow controller stores the requests 
in the queue and has to fonvard them to the subsequent 
Web service as soon as the preceding job is processed. The 
higher the utilization of the Web service p is the better the 

execution capacity of the considered Web service is used. 
The calculation of the average niimber of customers at the 
Web service and the average system time which represents 
the average response time can be calculated with equation 
(4) and (5). 

B. Cost model for fhe Web service usage 

In the literature several pncing models are discussed, as 
pay-per-use or flat-rate models for Web services [ l  11, [15]. 

I Client h 
I Client 

I Client 

Fig. 2: Considcred sccnario 
315 
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In our consideration a pricing model is used, which is a 
combination of a pay-per-use and a flat-rate model. 

A service provider offers a Web service that provides a 
specific service rate jlj which represents the amount of re- 

quests it is able to process within a specific time period. The 
Web service provider charges the customer the amount c for 
the usage of the Web service. The incidental costs are inde- 
pendent of the real usage of the Web service. The usage is 
determined by its execution capacity, which is the number 
of requests it is able to process within a specific time pe- 
riod. This cost model is referred to a volume rate, which 
implies that it is the interest of the service customer to use 
the offered execution capacity efficiently. 

C. Capaciw-usage of a single Web service 

In order to use the execution capacity of one single Web 
service WSi the most eff~cient way the utilization p has to 

be nearly 1. As depicted in equation (4) the average number 
of customers in the system increases by an increasing value 
of the utilization p . This implies that the average response 

time of a Web service execution increases as well which is 
shown in Fig. 3. 

V. THROUGHPUT ANALYSIS OF A WEB SERVICE 
WORKFLOW 

The first consideration focuses on workflows in which 
the tasks are decomposed into rn subtasks which have to be 
executed sequentially. The challenge is how to measure the 
overall response time and the overall throughput of the 
workflow. 

The sequential workflow, as described in the system 
model, can be described and analyzed as a Feed-forward 
queuing network (FFQN) [13], which implies that the out- 
going flow of queue i is the incoming flow of queue ;+I, 
i.e. the workflow behaves as a acyclic queuing network. 
The assumption is that each invoked Web service acts as a 
M/M/I qiieue in a stable state ( 2  < P ) .  The relation be- 

tween the considered Web service workflow and the FFQN 
can be seen in Fig. 4. 

As precondition for the stability of the workflow, the 
utilization pi for each invoked Web service WSi the service 

rate jlj has to be smaller than I ,  i.e. p; = 2 / ,uj < I . 

The incoming workflow execution requests have a spe- 
cific arrival rate i?,,,, , thus, the arrival rate AI at WS, eq- 

uals Al = 2,. According to Burke's theorem, mentioned in 

Section 11, the output y, at WS, is the same as the input 

rate i?,,,, , if pl I I . The invoked Web service WS2 of task 2 

has the input rate A2 = y ,  = Al = 2, if p2 I .  By apply- 

ing this consideration to all invoked Web services the over- 
all throughput y ,  of the entire workflow is the same as the 

input rate, i.e. y, = A, if for all tasks i (i=l, ..., rn) holds 

pi I .We assume that the workflow is a closed system. 

The invoked Web services are not used by any other work- 
flow, i.e. at any Web service the arrival rate at each Web 

Fig. 4. FFQN modcl for workflows 

service equals 2, 

In the case ofpi > I ,  an infinitely large waiting queue 

and an infinitely large response time would be accumulated. 
In this case the Web service should be replaced by other 
Web services with a higher service rates or a Web service 
should be instantiated in order to serve all incoming re- 
quests. 

This section presents our optirnization approach in order 
to iise the execution capacities of all invoked Web services 
of the workflow the most efficient way. Thus, some con- 
straints as cost, response time, and number of customers in 
the queue are considered as well. 

The considered workflow consists of rn different tasks 
which have to be executed sequentially. For each task i the 
workflow controller has to choose a Web service which ful- 
fills the required functionality out of j = l ,  ..., n available 
Web services per task i. All of these Web services fülfill the 
required functionality of task i. The Web services differ in 
the provided service rates p i j  and the costs cij. The higher 

the service rate ,ucj is the higher are the costs C,. For all n 

Web services (j=l,  ..., n )  of task i a binary variable xij  is in- 
troduced to model whether a Web service WSij is used for 
the workflow execution or not. In order to avoid that more 
than one Web service of one task is used at the same time, 
for the binary variable should hold: 

The following sections describe the optimization approach 
in more detail. 

A. Objectivefirnction 

In order to maximize the utilization of all invoked Web 
services of the workflow, the workflow controller has to 
invoke those Web services, which maximize the overall 
utilization. Thus, it has to calculate all potential utilizations 
P;,, of all Web sewices WS, given the arrival rate of the 

incoming requests of the requestors A, and the individual 

service rates p~~ . With these utilization Parameters, the 
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workflow controller is able to compute the overall maxi- 
mum utilization with equation (7). 

As shown in Fig. 3 the higher the utilization of a Web 
service is the higher is the average response time. In order 
to avoid an increase in response time and to border the costs 
for the workflow execution some constraints are introduced 
in the following section. 

In a sequential workflow the overall average response 
time T, can be calculated by the summation of all average 
response times Tij of all invoked Web services of the com- 
posed workflow. 

The aim of the optimization algorithm is to maximize the 
throughpiit, thus, in order to avoid an infinite increase of the 
overall average response time, the overall average response 
time of the workflow has to be restrained with a maximum 
average response time T,,,, as shown in equation (8). In this 
constraint X, represents the binary variable for each cate- 
gory which indicates whether the Web service WSij is in- 
voked or not. 

As mentioned in Section I11 the cost model of the Web 
service usage is a volurne rate, i.e. the service consumer has 
to pay a fixed amount cij for the usage of Web service WS, 
with the service rate pi,, . The computation of the overall 

costs C,,, for the entire workflow execution can be done by 
the summation of all costs for each invoked Web service 
WS, as shown in equation (9). 

Utilization versus response time 

0 0 2  0,4 0,6 0,8 1 

utilization 

Fig. 3. Uiilization versus rcsponsc iimc 

An important constraint in this optimization algorithm is 
that the overall costs of the workflow execution are con- 
strained by a certain boundary C„„, which is shown in 
equation (10) in order to realize a cost-efficient Web service 
composition. 

i=I j=/ 

The fact that the qiieues of requests at each Web service 
can be handled as autonomous queues, the number of jobs 
the workflow controller has to store during the execution of 
all workflow execution requests can be done by the summa- 
tion of all average customers at the Web services, denoted 
by N,  that is shown in equation (1 1). 

In order to constrain this overall queue length the appro- 
priate constraint with the boundary Nm is as described in 
equation (1 2). 

The remaining but nevertheless important constraint in 
order to avoid overload of the system is that the utilization 
of each invoked Web service is smaller than 1 as shown in 
equation (13). All the invoked Web services have to be in 
stable state as mentioned earlier. 

This proposed optimization approach, consisting of an 
objective function and some constraints, facilitates that the 
workflow controller is able to optimize the execution capac- 
ity of all invoked Web services. The constraints (8) and (9) 
allow the workflow controller to optimize the Web service 
utilization given a fixed cost level and a fixed overall re- 
sponse time that he wants to offer his customers, i.e. those 
requestors that Want to execute the workflow. The work- 
flow controller acts in this context as an intermediary that 
composes the workflow out of a given subset of Web ser- 
vices and sells the workflow execution as a service to its 
customers. 

VII. CONCLUSION 

In this paper we propose a capacity planning approach 
for Web service workflows in order to maximize the utiliza- 
tion of the invoked Web services. The rationale of this 
model is to apply results from queuing theory to Web ser- 
vice workflows. The concept of Poisson arrivals is used to 
describe the arrivals of requests. The concept of exponen- 
tially distnbuted service times at each invoked Web service 
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is well-suited to caphire the service offered by a service 
provider. It is shown how the execution capacity of Web 
services of the entire workflow can be maximized by using 
an optimization algorithm. 

Our fürther research aims at extending our approach with 
simulations and enhancements of the proposed optimization 
problem. Further, we will enhance the approach considering 
workflow parallelization and other resource planning prob- 
lems. 
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