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Abstract: Collaborations between enterprises cause the need for cross-organizational workflows that can be realized by 
adopting the Service-oriented Architecture paradigm. In order to cope with the challenge to ensure several 
Quality of Service (QoS) demands during workflow composition, performance evaiuation and execution man- 
agement of service-oriented workaows became quite irnportant in order to avoid performance degradation. In 
a distributed workflow scenario with services from external partners, resource planning of services is crucial 
to ensure that the workfiow execution remains feasible and that Service Level Agreement (SLA) violations 
due to overload are avoided. 
My research focuses on the development of a Iiolistic resource planning approach that facilitates optimal 
compositions of services to workflows depending on various customer demands and request priorities, different 
pricing models, and several QoS requirements. Besides a worst-case and an average-case performance analysis 
including optimization models, I am working in my research towards a detailed resource planning approach in 
order to ensure that all incoming execution requests to a distributed service-oriented workflow can be served 
at minimal costs. 

1 RESEARCH PROBLEM 

Nowadays, cost-efficient business processes are cru- 
cial concerning cornpetitive rnarkets and deregula- 
tion of rnarkets. These processes have to be adapted 
to changing environrnents and to varying business 
needs. Besides cost-efficiency, also performance is- 
sues of business processes and workflows, as an IT 
supported business process, are irnportant regarding 
its cornpetitiveness. 

In order to Support performance issues, enterprises 
require a continuous business process rnanagernent 
that Supports business process intelligente. Further, 
the capability of a flexible cornposition of a busi- 
ness process consisting of several services has to be 
supported. Not only intra cornpany workflows have 
to be addressed, also cross-organizational workflows 
becorne rnore and rnore irnportant doe to the grow- 
ing arnount of enterprise collaborations. Concern- 
ing cross-organizational workflows in which rnulti- 

ple parties and even extemal Parmers are involved, 
flexible business processes can be achieved by inte- 
grating intemal legacy Systems, as well as by cou- 
pling extemal business partners. A Service-oriented 
Architecture (SOA) as an architectural blueprint fa- 
cilitates the realization of such cross-organizational, 
distributed workflows and facilitates the iequired pro- 
cess flexibility. In order to meet custorner expecta- 
tions, Quality of Service (QoS) issues play an irn- 
portant role conceming an effective business process 
rnanagement (Alrneida and Menasce, 2002). Cornpet- 
itive enterprises have to plan their business processes 
in advance to be able to adapt thern to changing busi- 
ness needs. Workflows rnay iise Web services as an 
Open standard to realize business processes (Alonso 
et al., 2004). In order to avoid the risk of poor work- 
flow performance in a distributed service-based sce- 
nario, resource planning, business process rnanage- 
rnent, and perforrnance analysis are irnportant. Figure 
1 shows the considered scenario of rny research with 



various workflow requestors, one intermediary who 
gathers all workflow requests and prioritizes requests, 
and several service provide~s. 

Figure 1 : Research scenario 

Due to possible unexpected peaks and workloads a 
continuous performance analysis of a service-oriented 
workflow becomes important in order to be able to 
plan the workflow execution in advance. Beside 
the QoS-aware composition of one workflow execu- 
tion, performance analysis concerning all workflow 
requests becomes more and more important. Each 
workflow requestor requests a specific amount of 
workflow executions with specific deadlines and with 
specific QoS requirements. The intermediary has to 
invoke appropriate services within two steps. On the 
one hand the workflow controller has to select the ser- 
vices which fulfill the required fiinctionality of the 
specific task of the process. On the other hand non- 
functional properties such as QoS or costs have to be 
considered as well in order to optimize the overall per- 
formance properties of all workflow requests within a 
specific response time. 

2 OUTLINE OF OBJECTIVES 

My research is aiming at the development of a holis- 
tic resource planning approach facilitating a cost- 
efficient execution of workflow requests in service- 
based environments. The main question is how to 
serve a l u g e  amount of incomiiig workflow execution 
requests at minimal costs by meeting the requested 
QoS requirements. Further, how can potential perfor- 
mance bottlenecks of distributed workflows be pre- 
dicted and avoided in order to facilitate the execution 
of all incoming workflow requests? The main topics 
of my research include: 

Optimization of the worst-case performance be- 
havior of service-oriented workflows 

Optimization of the average-case performance be- 
havior of service-onented workflows 

Workload prediction and request prioritization of 
service-oriented workflows 

Development of an integrated resource planning 
approach facilitating the execution of several 
workflows 

Prototypical implementation of the architecture 
necessary to realize resoiirce planning 

In particular, the scenario of distributed workflows is 
considered, i.e., a large amount of service requestors 
and providers. This results in various requestor de- 
mands, a high amount of workflow execution re- 
quests, several pricing models, and several QoS re- 
quirements. 

Figure 2: Pricing models for services 

Further, the intermediary has to handle several 
pricing models of the service providers as depicted 
in Figure 2. This implies that the intermediary has to 
handle a complex service invocation problem based 
on several request properties, request deadlines, QoS 
requirements, and pricing models. 

3 EXPECTED OUTCOME 

In order to develop a holistic resource planning ap- 
proach for distributed workflows several contributions 
are planned or already realized. 

As a foundation Network Calculus as a system 
theory for deterministic queuing Systems has been 
analyzed with respect to service-oriented workflows. 
The concept of arrival curves, service curves, delay 
bound, and backlog bound has been adapted and ex- 
tended to service selection scenarios for distributed 
workflows. Furthermore, worst-case performance op- 
timization models have been developed that facilitate 
compliance with several Service Level Agreements 
(SLAs) and ensure that several QoS properties are met 
even in case of a huge amount of incoming workflow 
execution requests. 

Besides the worst-case observation, the average- 
case performance of distributed workflows has been 
analyzed including the development of average-case 



performance optimization models by adapting find- 
ings of Qoeuing Theory to service selection scenar- 
ios for distributed workflows. Besides focusing on 
the worst-case and the average-case workflow per- 
formance in a scenario with several workflow re- 
questors a holistic workload estimation and prediction 
approach has to be developed in order to be able to 
plan the invocation of all resources (services) at min- 
imal costs. Furthermore, a detailed resource planning 
approach including optimization models and heuris- 
tics has to be developed that determines optimal exe- 
cution plans and that make decisions which services 
have to be invoked at which step in the process and 
how many service have to be parallelized in order to 
be able to serve all incoming workflow execution re- 
quests from several service requestors. 

The developed approach should be able to deter- 
mine worst-case as well as average-case performance 
behavior and to plan the service invocation based on 
specifically developed forecasts of incoming work- 
flow execution requests by a detailed resource plan- 
ning approach. The developed optimization models, 
heuristics, and algorithms will be evaluated by exten- 
sive large-scale simulations. 

4 RESEARCH METHODOLOGY 

The development of a holistic resource planning ap- 
proach reqiiires the application of more than one sin- 
gle research methodology. Thus, my research ap- 
plies several research methodologies to the aforemen- 
tioned resource planning problem. The following list 
gives an overview of the contribution and the research 
methodology 1 approach used: 

Conceptual work to analyze the research problem 
and to design the architectural extension neces- 
sary as well as the performance estimation and 
workload analysis 

Web service measurements in order to be able to 
determine worst-case service curves as well as to 
determine the overall worst-case behavior 

Analytical evaluation and optimization of the 
worst-case and the average-case performance be- 
havior as  well as analytical models for the detailed 
resource planning approach 

Simulation to evaluate the service selection and 
resource planning approach for the considered 
scenario 

By combining all mentioned research methodologies 
it becomes possible to heat all research questions ad- 
dressed before. 

5 STATE OF THE RESEARCH 

In this section the major conhibutions of my research 
are presented in summary, i.e., on the one hand the 
worst-case workflow performance optimization ap- 
proach and on the other hand the average-case work- 
flow performance optimization approach. In addition, 
an outlook on an architectural extension as an en- 
hancement to WSQoSX.KOM (Berbner et al., 2007) 
is presented. 

5.1 Worst-case workflow performance 
optimiza tion 

Due to Web service performance observations it is 
possible to determine a worst-case behavior of Web 
service calls with a specific latency and a specific ex- 
ecution rate. By applying results from Netwoik Cal- 
culus (Boudec and Thiran, 2001) to this scenario it 
is possible to describe the behavior of a Web service 
with a service curve as well as the behavior of incom- 
ing workflow execution requests with an arrival curve. 

Packet switched network Workflow 
Management System 

Path through the network Workflow 

Node in the network Web sewice 

Packet Request 

Throughput Rate at which requests 
can be processed 

End-to-end delay Time until a workflow is 
completed 

Table I :  Analogies between a packet switched network and 
the considered WFMS 

In Table 1 the analogies of a packet switched net- 
work and a Workflow Management System (WFMS) 
are depicted. The adaptation of Network Calculus to 
service-oriented workflows enables the analysis of the 
worst-case performance behavior of the workflow by 
the convolution of the service curves of the invoked 
services. The convolution of the aggregated service 
curve with the arrival curves determines the shape of 
the executed workflow requests. In Eckert et al. (Eck- 
ert et al., 2007) (Eckert et al., 2008a) the optimization 
of tlie worst-case performance behavior due to several 
bounds and objective fiinctions is shown in a way that 
several QoS requirements are met and that the work- 
flow execution remains feasible and cost-efficient. 



5.2 Average-case workflow performance 
optimization 

For the analysis of the execution capacity of Web ser- 
vice workflows and the planning of the workflow con- 
trol, Queuing Theory can be usecl to describe the av- 
erage performance behavior of a workflow. In this 
context resource planning and performance measure- 
ment are crucial to ensure tliat the workflow execution 
remains feasible and SLA violations due to overload 
are avoided. 

In general, the principle of queuing models is well 
studied in the literature (Harverkort, 1998). For the 
application of Queuing Theory to the considered sce- 
nario we assume that the workflow execution requests 
are distributed in a Poisson manner with a specific ar- 
rival rate h and that the request interarrival times are 
exponentially distributed. Considering several paral- 
lel incoming Poisson processes the resulting process 
is also a Poisson process. At the Web sewices the 
service times are negatively exponentially distributed 
with the mean service time p that denotes the rate 
at which the jobs are processed. With the help of 
Burke's theorem and the concept of the Feed Forward 
Queuing Networks (FFQN) it is possible to determine 
the overall system behavior as depicted in Figure 3 
with the assumption that the arrival rate is always 
smaller than the service rate of each invoked Web ser- 
vice in order to avoid overload at the Web services. 

Figure 3: FFQN model for workflows 

An optirnization model for the maximization of 
the sewice utilization of the invoked Web services is 
shown in Eckert et al. (Eckert et al., 2008b). Further, 
this model includes constraints as costs and overall 
average response time in order to guarantee that the 
requests are processed within a specific time period. 
With this approach it is possible to handle an average- 
case scenario. In addition, the approach facilitates 
to determine which services have to be invoked at 
which step in tlie workflow in order to gtiarantee spe- 
cific SLA requirements for the workflow requestors at 
minimal costs. 

5.3 Architectural extensions 

Our past research aims at service selection models 
and Iieuristics for the optimization of QoS parame- 
ters for one workflow request (Berbner et al., 2006a) 
and (Berbner et al., 2006b). The question is how to 
develop an architecture that is capable to handle sev- 
eral incorning workflow execution requests with sev- 
eral QoS requirements and with prioritized requests. 
For this purpose it is mandatory to extend the exist- 
ing architecture WSQoSX.KOM with components as 
a Workload Predictor and a Resource Planner. 

A Workflow Predictor should monitor incoming 
execution requests, and achieve a forecast for fu- 
ture workflow execution requests with quantitative 
forecasting methods as linear regression or nonlinear 
methods. The Resource Planning Component has to 
determine optimal service compositions and has to 
check whether the execution capacity of some ser- 
vices is reached, should replace sewices by other ser- 
vices and has to specify which services have to be in- 
voked in parallel in order to be able to serve all in- 
coming requests. 

6 STATE OF THE ART 

The main topic service cornposition has been 
widely studied in the literature in the past. Many ap- 
proaches only focus on service composition problems 
for one workflow request and do not consider request 
pnoritization as well as several cost models. 

Several approaches for the QoS-aware composi- 
tion of services with the help of ontologies and arti- 
ficial intelligente planner exist (Naseri and Towhidi, 
2007). Further, those composition problems are also 
solved with the help of genetic algorithms (Canfora 
et al., 2005). A predictive QoS model to cornpute the 
QoS for workflows in terms of performance, cost, and 
reliability is shown by Cardoso et al. (Cardoso et al., 
2004). An approach for the adaptation of Queuing 
Theory to composite Web s e ~ i c e s  and the implica- 
tions of the capacity planning process can be found in 
Peng et al. (Peng et al., 2004). Due to various work- 
flow requestors, task deadlines as constraints can be 
introduced. An approach for the QoS-optimization in 
such service-based Systems is shown by Orleans and 
Furtado (Orleans and Furtado, 2007). 

7 CONCLUSION AND OUTLOOK 

In a cross-organizational workflow scenario with var- 
ious workflow requestors, an intermediary, and sev- 



eral service providers, it has to  be guaranteed that 
all workflow requests can be served at  minimal costs 
with specific Q o S  guaraiitees. Therefore, it is manda- 
tory to develop a holistic resource planning approach 
that Iiandles all incoming workflow execution re- 
quests and make decisions which services have to  be 
invoked at  which step in the workflow and which ser- 
vices have to  be parallelized. 

T h e  a im of  my  presented research in this paper is 
to  develop such a Iiolistic approach. During my  work, 
I contributed o r  currently contribute the following: 

Analytical optimization models concerning the 
worst-case performance behavior of service- 
oriented workflows 

Analytical optirnization models concerning the 
average-case perforrnance behavior of  service- 
oriented workflows 

A workload forecast and prioritization model con- 
cerning workflow requests in a distributed envi- 
ronment 

Mechanisms and algorithms for an efficient re- 
source planning 

An architectural extension facilitating the imple- 
mentation of a holistic resource planning in a dis- 
tributed workflow scenario 

In particular, the architectural enliancements as  well 
as  the detailed resource planning approach have to 
be  further developed. Finally, the developed opti- 
mization models, heuristics, and algorithms have to  
be evaluated by extensive large-scale simulations. 
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