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ABSTRACT
Resource planning for service-based workflows becomes cru-
cial considering a large amount of workflow execution re-
questers in a SOA or Grid environment. Especially, busi-
ness process management and performance management of
service-based workflows are of high importance avoiding per-
formance degradation. The need for efficient resource plan-
ning techniques forces intermediaries, acting as workflow or-
chestrators, to use efficient heuristics for the determination
of service invocation plans for workflows at short computa-
tion times. This paper presents an optimization approach
for the resource planning problem and proposes an efficient
heuristical solution solving the addressed optimization prob-
lem at a high solution quality and at a short computation
time.
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1. INTRODUCTION
The globalization and the growing industrialization led

enterprises to become very agile and flexible. In particular,
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business processes and workflows have to become very flex-
ible and have to be adaptable in various conditions. Due to
the increasing competition, enterprises are forced to realize
cost-efficient workflows that meet customer requirements.
Beside the functional requirements of a business process, also
the non-functional requirements are very important. Thus,
the provision of a certain Quality of Service (QoS) level as
well as an effective business process management is crucial
in order to increase the market share of an enterprise.

Concerning cross-organizational workflows, i.e., workflows
in which services are sourced and invoked from internal as
well as from external partners to a single workflow, business
process management is necessary for reliable operations [9].
The on-demand integration of external, loosely coupled ser-
vices as well as the integration of internal legacy systems
is provided by the concept of a Service-oriented Architec-
ture (SOA) [8]. Furthermore, SOA represents an approach
facilitating the needed flexibility and feasibility in aligning
application landscapes to business-driven demands [7].

The general scenario of this paper is the Internet of Ser-
vices in which a large variety of services with specific func-
tionalities exist that solely vary in their non-functional pa-
rameters such as response time, execution capacity, and
costs [4]. These services are listed in central or decentral
repositories. Furthermore, negotiation of Service Level Agree-
ments (SLAs), service monitoring, service pricing, and ser-
vice billing are supported. In particular, several roles at a
high degree of SOA Maturity [5] are existent such as the
service provider, the service consumer, the service interme-
diary, the service executor, the platform host as well as a
service marketplace. The available services are offered on a
big scale on a so-called service marketplace.
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Figure 1: Research scenario

Focusing on cross-organizational service-based workflows,
assuming a large set of workflow requesters and service provi-
ders, an intermediary is responsible for workflow composi-
tion as presented in Figure 1. Furthermore, the intermedi-
ary has to ensure that all workflow execution requests can be
served at the demanded QoS levels. In particular, this paper
focuses on the following roles with the associated tasks as
described in the following:

• Service provider: Offers services with a specific func-
tionality at varying QoS levels such as response time,
service execution capacity, and specific costs (several
cost models are possible).

• Workflow requester: Requests a specific workflow exe-
cution with specific QoS and cost requirements.

• Intermediary: Monitors, aggregates, and prioritizes all
workflow execution requests and implements and ap-
plies a resource planning process [2].

The intermediary is responsible for the detailed resource
planning of workflows, i.e., the selection and invocation of
services taking into account constraints such as response
time constraints or constraints concerning the workload (a-
mount of workflow execution requests). Furthermore, the
intermediary has to avoid the risk of poor workflow perfor-
mance and SLA violations in order to ensure satisfaction of
workflow consumers.

Thus, this paper analyzes the problem of resource allo-
cation for an intermediary. The problem of multiple par-
allel service selections and invocations is formulated as an
optimization problem that is proven to be NP-hard. Fur-
thermore, this paper provides an efficient heuristic in order
to solve this problem in real-time, i.e., at low computation
time with a high solution quality. An overview about re-
lated work in the field of resource planning of service-based
workflows is given in [2].

The remainder of this paper is structured as follows. After
an overview about the system model, described in section 2,
the optimization model of the intermediary is presented in
section 3. Furthermore, the developed heuristical solution is

presented in section 4 with an extensive evaluation in section
5. The paper closes with a summary and an outlook on
future work.

2. SYSTEM MODEL
As mentioned previously, this paper focuses on cross-org-

anizational workflows with a high repetition rate. In particu-
lar, the considered workflow can be decomposed into several
basic activities, which can be executed by specific services
Si (i = 1, . . . , n) fulfilling the required functionalities of the
considered tasks. These tasks are, depending on the granu-
larity of the task decomposition, decomposed in a way that
there exist ranges of services Si,j (j = 1, . . . ,mi) which fulfill
the required functionality of the considered task i. As the
intermediary is responsible for the execution of a workflow,
he has to handle all workflow execution requests and has to
ensure that all requests can be served within a specific time
period. Furthermore, the objective of the intermediary is
to serve all incoming workflow execution requests at mini-
mal costs and at demanded QoS properties such as response
time. It is assumed that the services have a limited execu-
tion capacity capi,j and that for workflow execution, several
services have to be invoked (also in parallel if necessary) and
composed to a workflow. Appropriate services, which fulfill
the required functionality, described in the SLAs, have to be
selected for each task. In the considered workflow consist-
ing of n different activities the intermediary has to ensure
that task i(i = 1, . . . , n) has to be executed before task
i′(i′ = 1, . . . , n) if i < i′. The intermediary has to create an
invocation plan in order to use the execution capacities of
each service optimally, i.e., to select the services in the most
efficient way.

The intermediary aggregates all workflow execution re-
quests, prioritizes them and determines the workload W
that has to be executed within a specific deadline τ . Fur-
thermore, the selected services have to be able to serve this
workload at demanded QoS properties. The challenge will
be to determine cost-efficient invocation plans, which fulfill
the QoS demands and guarantee the feasible execution of all
workflow execution requests.

3. OPTIMIZATION MODEL
As the composition of services to a workflow can be re-

garded as an optimization problem, this section focuses on
the formulation of the analyzed optimization model. Sev-
eral QoS properties as the response time of a service ti,j ,
the limited execution capacity capi,j , and the costs for ser-
vice invocation ci,j are of high importance. Concerning the
pricing model, a volume-oriented pricing is assumed in this
scenario, i.e., the costs ci,j are charged to the intermediary
for the execution of up to |capi,j | service executions [3]. As
it is the objective to minimize the service invocation costs,
Equation 1 formulates the objective function of the opti-
mization problem.

MinF (~x) =

n∑
i=1

mi∑
j=1

ci,j ∗ xi,j (1)

Beside this objective, the intermediary has to ensure that
the invoked services are able to serve all incoming work-
flow execution requests W as depicted in Equation 2 and to



ensure that the service composition is able to execute all re-
quests within a specific deadline τ as presented in Equation
3. As several services have to be invoked in parallel in some
categories in order to serve all incoming workflow execution
requests Equation 4 and 5 ensure that multiple service exe-
cutions are possible. Furthermore, xi,j , as a binary variable,
indicates whether the service Si,j is chosen or not.

mi∑
j=1

capi,j ∗ xi,j ≥W ∀i = 1, . . . , n (2)

n∑
i=1

max {ti,j |xi,j = 1} ≤ τ (3)

mi∑
j=1

xi,j ≥ 1 ∀i = 1, ..., n (4)

xi,j ∈ {0, 1} (5)

As presented in [2] due to the combinatorial nature a
Multi-choice Multi-dimensional Knapsack Problem is proven
to be NP-Hard [6]. In particular, it can be deduced that
this presented optimization problem exceeds the complexity
of a Multi-choice Multi-dimensional Knapsack Problem as
multiple services can be chosen from each category. How-
ever, this serves as a prove for the NP-hard complexity of
the problem and shows the importance of heuristical solu-
tions. In the work of [2] a heuristical solution, H1 G.KOM ,
has been developed that shows significant outperformance in
terms of computation time and an excellent solution quality.
Depending on varying problem sizes (varying number of pro-
cess steps n and varying number of service candidates mi)
the problem was solved with H1 G.KOM and an exact so-
lution, i.e., by the lp solver1 (using a simplex algorithm and
Branch & Bound). The evaluations show a relative process-
ing time of less than 0.4% of H1 G.KOM with a solution
quality of about 95% on average.

In addition to this heuristical solution, another heuristic,
H2 G.KOM , is developed that reduces the presented opti-
mization problem with the help of a search space reduction.
Furthermore, as described in the following section, the re-
laxed problem is solved exactly and a backtracking solution
approach is applied.

4. HEURISTICAL SOLUTION
In order to benchmark the developed heuristicH1 G.KOM

with existing heuristics, an adapted heuristical solution has
been developed referred to as H2 G.KOM using the fol-
lowing existing heuristical solutions H1 RELAX IP , and
H2 SWAP of [1]. Furthermore these heuristical solutions
are adapted to the presented resource planning problem in
Section 3. As a difference, in Equation 4 it is only allowed
that one service per category can be selected. Thus, Equa-
tion 4 has to be replaced by Equation 6 ensuring that only
one service per category i is selected.

2mi∑
j=1

xi,j = 1 ∀i = 1, . . . , n (6)

1http://lpsolve.sourceforge.net/5.5/, Version 5.5.0.12

Furthermore, the existing heuristical approach has to be
adapted in order to be able to handle multiple service in-
vocations, i.e., the selection of more than one service in
each category i. Thus, the following presents the procedure
and the properties of the developed new heuristical solution
H2 G.KOM .

As in the resource planning problem multiple services per
category can be selected, it is needed to build up aggregated
services out of the services mi in category i. For aggre-
gation purposes, several aggregation operators can be used
depending on the considered QoS parameter. In order to
create all possible service combinations in one category, the
power set P (S) of alternative services is determined. After
building the power set, each category contains 2mi service
candidates that is taken into account in Equation 6 and
must also be adapted in Equations 1 and 2. The considered
non-functional parameters of the services such as response
time, execution capacity, and costs have to be aggregated
with the help of the additive and maximum operator for the
category level aggregation. After building the power set,
each category contains 2mi services that are listed in cat-
egory list cat listi[] for each category i. In the following,
the non-functional aggregated parameter values of the ag-
gregated services are presented as t′i,j , c′i,j , cap′i,j whereas j
ranges from 1 to 2mi in each category i after this transfor-
mation.

After this transformation, the problem is reduced to a
Multi-choice Multi-dimensional Knapsack Problem and can
be solved with existing heuristics. Due to the large compu-
tation time of those problems, it is beneficial to reduce the
number of services per category further, taking into account
that a large reduction may induce worse values of the ob-
jective function. Thus, the number of service candidates in
cat listi[], is reduced during the aggregation phase with the
help of the following procedure for each category i:

1. Check whether the aggregated service fulfills the ca-
pacity constraint, i.e., check whether cap′i,j ≥ W . If
this is not the case, do not insert S′i,j in cat listi[].

2. Check whether the aggregated service has lower costs
or takes less time than the aggregated service with the
lowest costs so far, if not do not insert S′i,j in cat listi[].

3. Check whether the aggregated service has lower costs
or takes less time than the aggregated service with the
lowest time so far, if not do not insert S′i,j in cat listi[].

After the aggregated services have been aggregated and
listed in cat listi[] this search space in terms of alternative
services can be further reduced by the following algorithm:

1. Sort cat listi[] in ascending order concerning the costs
c′i,j .

2. Remove all services that have a higher or the same
response time at a higher or the same cost level than
any other service in category i, i.e., remove service if
t′i,j ≥ t′i,k ∧ c′i,j ≥ c′i,k for k 6= j.

These algorithms lead to a further reduction of the search
space in order to increase the performance of the applied



heuristics. The number of services 2mi after the transforma-
tion in Equations 1 and 6 can be replaced by m′i, whereas
m′i ≤ mi. Because of considering the characteristics of the
aggregated values during the aggregation process the fol-
lowing argumentation for m′i ≤ mi can be stated. As the
response time is aggregated by a maximum operator on cat-
egory level, after the creation of the power set, only m dif-
ferent response time values exist in the set of services. Since
costs follow an additive operator, the services with the same
response time value solely differ in their costs. The service
with the minimum cost value dominates the other services
leading to a deletion of the remaining services with identi-
cal response times. This proves that the number of services
after the reduction m′i is ≤ mi . As all aggregated services
have to fulfill the capacity constraint also less than m re-
sponse time values can exist leading to a further decrease of
m′i. In addition, the complexity of the underlying problem is
further reduced by eliminating Equation 2 by applying step
1 in the aggregation phase. In order to adapt the overall re-
sponse time constraint to the transformation and reduction
process, Equation 3 has to be replaced by Equation 7.

n∑
i=1

{ti,j |xi,j = 1} ≤ τ (7)

After the search space has been reduced and the problem
has been simplified, the following heuristical solutions of [1]
are applied on the resulting set of services:

1. Apply H1 RELAX IP , i.e., solve the relaxed prob-
lem (integer variables are reduced to real variables)
with the lp-solver2 (Simplex algorithm) and determine
a feasible solution with the help of the backtracking so-
lution of [1].

2. Apply H2 SWAP , i.e., swap randomly services in the
solution with other services and try to improve the
solution quality, i.e., the objective function.

As the heuristic H2 G.KOM provides a further solution
for the resource planning problem, the next section shows
an evaluation and compares those heuristical solutions.

5. EVALUATION
After the description of the heuristical solution, this sec-

tion focuses on the evaluation of H2 G.KOM . The solution
of the developed heuristic is compared to an exact solution
(integer programming approach). Especially, the computa-
tion time and the solution quality are analyzed with respect
to influencing factors. All experiments were run on an Intel
Core 2 Duo (1.86 GHz) system with 2 GB of RAM, running
Windows XP.

The evaluation is originally based on 16 different problem
sizes, i.e., a varying number of process steps i and varying
number of service candidates mi whereas the number of test
cases is fixed to mi = m. Several problem sizes have been
determined and for test case generation several sets concern-
ing the correlation between the two analyzed non-functional
characteristics and the costs have been generated. The QoS-
CoS correlation of the test cases is measured with the Pear-
sons correlation coefficient. For the presented extract of the

2http://lpsolve.sourceforge.net/5.5/, Version 5.5.0.13

Res Plan Trans. Reduced Reduction Ratio

4|4 4|16 4|3 10−3

4|6 4|64 4|3 10−6

4|8 4|256 4|3 10−8

4|10 4|1024 4|4 10−10

6|4 6|16 6|2 10−6

6|6 6|64 6|3 10−8

6|8 6|256 6|4 10−11

6|10 6|1024 6|5 10−14

8|4 8|16 8|3 10−6

8|6 8|64 8|3 10−11

8|8 8|256 8|4 10−15

8|10 8|1024 8|5 10−19

10|4 10|16 10|2 10−10

10|6 10|64 10|4 10−13

10|8 10|256 10|5 10−18

10|10 10|1024 10|5 10−24

Table 1: H2 G.KOM : Reduction of solution space

Problem Size 4|4 4|6 6|4 8|4
H1 G.KOM 0.4977 0.4259 0.1058 0.0358
H2 G.KOM 8.5103 2.9622 1.4687 0.2648

Table 2: Relative computation time in %, 1/3

Problem Size 4|8 6|6 4|10 10|4
H1 G.KOM 0.0485 0.0271 0.0469 0.0048
H2 G.KOM 0.5679 0.1121 0.5100 0.0310

Table 3: Relative computation time in %, 2/3

Problem Size 8|6 6|8 6|10 10|6
H1 G.KOM 0.0016 0.0020 0.0009 0.0001
H2 G.KOM 0.0060 0.0086 0.0079 0.0003

Table 4: Relative computation time in %, 3/3

evaluation the parameters of test case generation have been
adjusted to a resulting correlation level of 55% whereas the
costs and response time are negatively and the execution
capacity and costs are positively correlated. The response
time restriction strength is set to 100% and the execution
capacity strength to 30%. Thus, 10 test sets with 25 test
cases each and different correlation levels have been gener-
ated. In detail the following problem sizes n|m have been
generated: 4|4, 4|6, 4|8, 4|10, 6|4, 6|6, 6|8, 6|10, 8|4,..., 8|10,
10|4,..., 10|10.

Before starting with the detailed evaluation of the devel-
oped heuristic H2 G.KOM the search space reduction is
analyzed. Table 1 gives an overview about the degree of the
search space reduction. The first column presents the ini-
tial problem size that is analyzed in the resource planning
problem whereas the second column presents the problem
size after the transformation and shows the drastic increase
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Figure 2: Problem size (n|m) vs. computation time

in number of alternative services per category. Column 3
shows the reduced number of services per category after the
adoption of the described algorithms and the reduction ratio
of the search space is depicted in column 4. As a result it
can be stated that dependent on the problem size the re-
duction of the search space has a ratio of 10−3 to 10−24.
This occurs because of the number of workflow steps and
the numbers of services per category both influence the ini-
tial problem size exponentially. Assuming a problem size
n|m the proposed procedure of H2 G.KOM decreases the
resulting aggregated services per category to less than m.
Exemplarily, assuming a problem size 8|8 the power set in
each category results to 28 = 256 services. Thus, the new
created problem is a 8|256 problem where it is only possible
to select one aggregated service per category. The number
of possible service combinations would lead to 2568. This is
a very large number and shows that it might not be possible
to handle this problem even with a good heuristical solution.
Instead, H2 G.KOM transforms the 8|8 problem into a 8|4
problem for the test cases where only one aggregated service
per category has to be chosen. This yields to a very high
reduction of the solution space as presented in Table 1, in-
fluenced by the workflow length and the number of services
per category. Furthermore, the lower the QoS-CoS correla-
tion, the more services can be deleted in the solution space.
Because of this reduction H2 G.KOM has very good com-
putation times at high solutions qualities as described in the
following.

Evaluations show, that the developed heuristic is very fast
also in comparison to H1 G.KOM as presented in Table 2,
3, and 4. As can be seen at small problem sizes, H2 G.KOM
needs only 8% of the time of the exact solution. With in-
creasing problem size the computation time of the heuris-
tic H2 G.KOM further decreases to a relative computa-
tion time of less than 0.0001% of the exact solution. This
highlights the extreme performance of H2 G.KOM . Hence,
comparing the relative computation time of H2 G.KOM
and H1 G.KOM it can be identified that H1 G.KOM re-
veals always a smaller relative computation time. This ob-
servation is further presented in Figure 2 where the absolute
values for the computation time of both heuristics and the
exact solution are presented.
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Figure 3: Problem size (n|m) vs. solution quality

As can be seen, the exact solutions need computations
times from 14 ms up to 4248259 ms depending on the prob-
lem size. Obviously, these computation times cannot be used
for real-time computation of an exact solution for the de-
picted resource planning problem. Instead, in terms of com-
putation timeH1 G.KOM performs better thanH2 G.KOM
and can be used for very time critical requirements on the
computation times.

Focusing on the solution quality an inverse observation
can be seen, as the solution quality, depicted in Figure 3,
of H2 G.KOM is always higher as in case of H1 G.KOM .
On average, the solution quality of H1 G.KOM has been
94.47% whereas H2 G.KOM achieves 97.11% solution qual-
ity. Furthermore the average solution quality has been never
less than 91.85% forH1 G.KOM and never less than 93.42%
for H2 G.KOM considering the analyzed problems.

6. CONCLUSIONS
Concerning the composition of service-based workflows in-

voking services with limited execution capacities, consider-
ing specific execution deadlines and workloads, the involved
resource planning problem becomes very complex. As this
optimization problem is proven to be NP-hard and no exact
solution exists that can be solved in run-time, an efficient
heuristic H2 G.KOM has been developed, implemented,
and evaluated in comparison to an exact solution and an-
other heuristical solution. The developed heuristic shows
very good results concerning solution quality and compu-
tation time and is well suited for the application in time
critical applications.

Our further research aims at optimizing the developed
heuristical solutions and including other pricing models.
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