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Abstract—Practice is essential for language learning. This is true for writing as well as speaking. However, in contrast to writing, it can be challenging to offer students sufficient time to practice speaking while receiving corrective feedback from a teacher. Considering the importance of corrective feedback for language mastery, automatic feedback systems could provide vital assistance through additional supervised speaking exercise. For this reason, this paper proposes an end-to-end feedback generation pipeline to correct grammar errors in unconstrained speech. The approach consists of four steps, converting raw speech files into transcripts with automatic speech recognition, removing disfluency, correcting grammatical errors, and preparing the feedback for presentation to the user. An explorative analysis of the pipeline with English language learners indicates that out-of-the-box automatic speech recognition models degrade in performance when used by language learners. However, training the model with only 15 minutes of learners’ speech decreases the word error rate almost by half.

Index Terms—education, computer-assisted language learning, feedback, natural language processing

I. INTRODUCTION

Speaking is an integral aspect of language learning. However, it can be challenging to ensure that students receive enough speaking time in classrooms with high student-teacher ratios. Since having access to corrective feedback on one’s speech is essential to learning a language correctly [1], computer-assisted language learning (CALL) has risen in popularity to fill the gap. Here, many systems utilize automatic speech recognition (ASR) systems to provide users feedback on their speech.

However, while most ASR models perform well for native speakers, the performance degrades for second language learners where mispronunciation, accents and grammatical mistakes are common. Currently, most CALL systems mitigate the performance loss by constraining the user’s speech to expected sentences, for example, by providing sentences to read aloud or giving specific prompts. Knowing what the user should be expressing simplifies the detection of deviations from the expected speech. However, being limited to specific lessons can be less motivating than freely choosing topics of interest or speaking with friends [2].

Therefore, this work proposes an end-to-end feedback pipeline for correcting grammar errors in spontaneous speech. Considering the success of Transformer-based models on many natural language processing tasks [3]–[5], we hypothesize that recently developed Transformer models perform well enough for non-native speakers to sustain an error correction pipeline. The pipeline’s impact on the users’ learning motivation, user experience and the quality of the speech’s transcription are explored via a user study with English language learners.

II. RELATED WORK

The idea of using automatic speech recognition systems to facilitate language learning was previously mainly discussed in the context of correcting learners’ pronunciation [6]–[8] or measuring fluency [9], [10]. However, a few approaches have also addressed the need for the correction of grammatical errors [11]. Wang, Waple and Kawahara, for example, proposed a system that prompted Japanese language learners to speak or type target sentences based on visual prompts [12]. The system would then compare the learner’s input to error patterns typically made by language learners based on manually defined features. Many other approaches, such as Duolingo [13], also improve speech recognition performance by constraining possible utterances through prompts [14].

Closer to our approach, Lu, Gales and Wang experiment with various components of a grammar error correction pipeline for spontaneous speech [15]. Their work mainly focuses on testing various ways to deal with disfluency in speech when correcting grammar instead of providing end-to-end feedback to the user. Similarly, [16]–[18] focus on
adapting ASR models to non-native speakers that tend to speak more disfluently and accented while focus on improving grammar error correction models.

### III. Spoken Error Correction Pipeline

The proposed pipeline consists of four modularly exchangeable components. A schematic overview can be found in Fig. 1. After recording the user’s speech with a microphone, the audio files are transcribed by an ASR model. We selected the wav2vec-large-960h as ASR component for two reasons. In contrast to cloud models, it offers multiple pre-trained checkpoints that can be downloaded and fine-tuned with additional data. Moreover, it does not require post-processing to produce state-of-the-art results. Many approaches post-process using language models to automatically correct mistakes made during the transcription. However, using a language model to correct transcription mistakes would most likely automatically correct the user’s grammatical errors, which would defeat the pipeline’s purpose.

One of the major differences between spoken and written language is disfluency. Speakers may use filler words, such as “um” or “er”, repeat words or phrases or correct themselves. As disfluency is common in spontaneous speech, especially during language learning, it is crucial to train models to handle it properly. Since the state-of-the-art grammar error correction systems are mainly trained on written texts, this work follows Lu et al.’s approach of using a dedicated disfluency detection model to remove disfluent utterances from the transcription. As we do not aim to provide feedback on the speaker’s fluency, it makes sense to remove disfluency altogether so that the pipeline’s data is more similar to the grammar error corrections model’s training data.

The resulting disfluency-free transcriptions are then passed to the grammar error correction component. In this step, the text is transformed into grammatically correct text. We chose the Gector model by Grammarly for this purpose due to its state-of-the-art performance, speed and generalizability. Since the model is trained to correct written texts, modifications must be made. For example, we ignore punctuation and spelling mistakes made by the ASR model.

Finally, the errors are presented to the user to facilitate learning. For this purpose, it is essential that made corrections are easily visible and explained. Since the grammar error correction model does not provide any explanation of the errors corrected, we employ the grammatical Error Annotation Toolkit (Errant). It compares the in- and output of Gector and classifies the changes made. The pipeline then highlights the error, the correction and the error type provided by Errant. Each error type is associated with a short description, which is displayed to the user. As can be seen in Fig. 2, the pipeline also displays a history of past errors made.

### IV. Experiments

The main challenge for evaluating the feedback generation pipeline lies in the fact that there are no publicly available end-to-end datasets. Some datasets contain transcriptions for audio files but without disfluency and error correction annotations. Often, the speakers recorded are also very proficient in the spoken language and, thus, make few mistakes in general. Other datasets contain error correction annotations but no corresponding audio recordings. Therefore, the pipeline is evaluated end-to-end with a user study. Additionally, we investigate personalizing the speech recognition component to improve its performance. In total, we aim to address the following questions:

- How motivating is it to use the feedback generation pipeline for language learning?
- How is the user experience when using the pipeline?
- What could be possible avenues to improve the pipeline in the future?

#### A. User Study Design

The first step in designing the user study was to decide on a task users should complete with the pipeline. On the one hand, the task should be comparable between all users. On the other hand, it should leave room for the users to make grammar mistakes that the pipeline can correct. For this purpose, users should verbally translate a given letter from German to English. They were not allowed to write their translation down or take notes. This ensured that all users would speak similar texts but still likely make mistakes.

The study utilized a 4-part questionnaire to collect basic demographic information, measure motivation before and after the task, and question the user’s experience with the pipeline. Before the translation task, the demographic questions were answered, querying the user’s age, gender, and English proficiency level. Then, we measure motivation before
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## Past Errors Made

<table>
<thead>
<tr>
<th>Incorrect Word(s)</th>
<th>Corrected</th>
<th>Error made</th>
<th>Error Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>is are</td>
<td>Replacement</td>
<td>False verb form for the given subject. e.g. (He) have→(He) has</td>
</tr>
<tr>
<td>these is are</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Screenshot of the error presentation to the user.

and after translation based on an English learning motivation questionnaire validated by Taguchi, Magid and Papi [23]. As the questionnaire also covers aspects of language learning motivation that are not central to this study, such as writing or family influence, we selected six relevant items from the question catalogue. The user experience items originate from an established questionnaire querying the software’s attractiveness, perspicuity, efficiency, dependability, stimulation and novelty [24]. Additionally, we asked whether the pipeline had correctly transcribed the user’s speech. Questions were answered on a 6-point Likert scale, with 6 being the high end of the scale.

Study participants were selected based on their availability and whether they spoke English as a second language. In total, 30 participants completed the task and questionnaire. Of those, 19 translated while using the pipeline and 11 acted as a control group and did the task without the pipeline. Participation in the study was voluntary and could be aborted at any time. The size difference between both groups is due to more people (N=9) declining to complete the task in the control group than in the treatment group (N=1). Most participants (N=28) spoke German as their first language and the rest spoke German fluently. Eleven of the participants identified as female, 18 as male, and one preferred not to provide a gender classification.

## B. User Study Results

Fig. 3 shows the median and average rating for each of the experience items assigned by users in the treatment group. The software attributes easy, clear, creative, exciting, practical and supportive received a median score of 5. In contrast, supportiveness and efficiency have a lower median of 4. Interestingly, efficiency and supportiveness seem to strongly correlate with how well the pipeline understood the user (Spearman’s rank correlation coefficient of 0.623 and 0.515, respectively). Thus, the software may be perceived as less supportive and efficient due to mistakes made by the ASR model. Generally, the ASR model’s transcription was perceived to be of moderate quality with an average score of 3.4, where 1 is “The software did not understand me correctly at all” and 6 is “Yes, the software understood correctly what I said”. Especially low-proficiency speakers felt like the system did
not understand them. The overall medium rating on the ASR quality item indicates that out-of-the-box ASR systems do not seem to perform well for English language learners with predominately German accents.

### TABLE I

**Mean motivation before and after task completion.**

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Pre Mean</th>
<th>Pre SD</th>
<th>Post Mean</th>
<th>Post SD</th>
<th>Mean Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>11</td>
<td>23.8</td>
<td>3.6</td>
<td>24.8</td>
<td>4.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Treatment</td>
<td>19</td>
<td>19.6</td>
<td>5.7</td>
<td>21.4</td>
<td>6.1</td>
<td>1.7</td>
</tr>
</tbody>
</table>

The results of the motivation questionnaire can be found in Table I. As can be seen, there was a higher motivation in the control group before and after the task compared to the treatment group. This could be due to less motivated individuals not completing the experiment in the control group, as discussed in the user study design. That would also explain why the standard deviation is lower in the control group. Nevertheless, on average, the motivation increased more in the treatment group (ΔM=1.7) than in the control group (ΔM=1). Thus, translating using the pipeline seems slightly more motivating than solving the task without it.

Considering that not being understood correctly can be frustrating, thus lowering motivation, a better ASR system may consolidate the observed trend.

### C. Training the ASR System

The user study’s results indicate that the speech recognition system did not work as intended for language learners. We hypothesize that personalizing the ASR to the user’s voice and accent may mitigate the performance loss for language learners. Thus, we recorded a native German speaker reading sentences aloud for a prototypical personalization of the ASR model. Since at least 10-minutes of speech are required to train the wav2vec2 model [25], we recorded 15 minutes. We also believe this to be the upper limit of how much data could be feasibly acquired from the pipeline’s users before it becomes too tedious. Similar to related work [17], [26], we observed word error rates above 20% on our dataset for common ASR models like Speech-to-Text [2], DeepSpeech [3] and wav2vec. This means that at least every fifth word is transcribed incorrectly by the system, explaining the study participants’ dissatisfaction with the transcription quality of the pipeline and illustrating the need for specialized data and training.

Since 15 minutes are short for training, developing and testing models, we added another hour from the LJ Speech Dataset [27]. While it contains sentences read by a native English speaker, obtaining a sufficiently sized dataset is necessary. We split 80% of the dataset off for fine-tuning, 10% for validation and another 10% for the final evaluation. We fine-tuned Facebook’s pre-trained word2vec-base [4] model on our dataset following Patrick von Platen’s guideline [28].

### D. Results of Training the ASR System

A comparison of the fine-tuned model’s performance with the out-of-the-box word2vec models’ can be found in Table II. The model fine-tuned on a single hour of a mixed language proficiency corpus has almost half the word error rate of its correspondent fine-tuned on 960 hours of phone calls in the USA. It even performs better than the large model by 2.6 percentage points. This result illustrates the benefit of collecting language learner speech data for learning pipelines.

### TABLE II

**Comparison of word error rate of fine-tuned ASR model with out-of-the-box models on our language learner corpus.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset’s Length</th>
<th>Word Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>wav2vec2-base</td>
<td>960h</td>
<td>9.4%</td>
</tr>
<tr>
<td>wav2vec2-large</td>
<td>960h</td>
<td>7.5%</td>
</tr>
<tr>
<td>wav2vec2-base (ours)</td>
<td>1h 15 min</td>
<td>4.9%</td>
</tr>
</tbody>
</table>

### V. Conclusion & Future Work

Correctional feedback is essential when learning to speak a language but can be expensive and time-consuming to provide. For this purpose, this work introduces an end-to-end grammar feedback pipeline for spontaneous speech. The pipeline transcribes audio input, removes disfluency, corrects grammar mistakes and then presents the feedback to the user. An explorative user study investigated the pipeline’s impact on language learning motivation and user experience (N=30). We observed a slightly larger motivation increase in participants using the pipeline to complete a task compared to participants completing the same task without the pipeline. Nevertheless, considering the small sample size, a more extensive follow-up study should be conducted to statistically investigate this effect.

[https://cloud.google.com/speech-to-text](https://cloud.google.com/speech-to-text)
[https://huggingface.co/facebook/wav2vec2-base](https://huggingface.co/facebook/wav2vec2-base)
While the user experience was satisfactory overall, the automatic transcription of the learners’ speech performed less well than expected. However, personalizing the speech recognition system with only 15 minutes of recorded speech improved the word error rate almost by half compared to the out-of-the-box model. This indicates that technology may have matured sufficiently for a personalized feedback pipeline when users are willing to invest a bit of time. Still, a large-scale dataset spoken by language learners from various countries would likely improve speech recognition further.

In future work, a transcription verification step may also be added to the pipeline. This would help the user correct the ASR’s mistakes and could simultaneously be used for online learning, possibly reducing the number of mistakes the ASR’s mistakes and could simultaneously be used for
likely improve speech recognition further.

In future work, a transcription verification step may also be added to the pipeline. This would help the user correct
the ASR’s mistakes and could simultaneously be used for online learning, possibly reducing the number of mistakes
in future uses. Finally, while each pipeline component has been validated individually in prior work, a final end-to-end evaluation of the feedback’s quality with experts would be beneficial. Besides the raw performance of the pipeline, pedagogical aspects of the provided feedback could be evaluated in such a study.
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