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Absl rac t  requirements of an application instead af ovei-provisioning 
the network resourees. Since negotintionr do not always 

p io i i -  0,f J I ~ Y I C E  grilr~,,<ee.$ ,rar inuirimrdio romniuniration result in guiranteeing the best service to the application, t x o  
.sy>iems hove been ccon.ridered on revrrol o b ~ w c l i o n  Irvel .~ I n  ihe different applicaiion categones ean b e  identified: 
mslrirnedin nrl iyorkit igf ieldi lr  ~ p y p i c o l ~ ~ ~ d r o i l r y ~ h e m i ~ ~ i m o I ~ ~ S  Applications that [an iii spite of an imperfect 
rrquirrmsirs of ßn oppli~vtion lo sß>e resourcrs b~guaranlaeins delivery OS data A limited of errors in such dsir 
il~!it~tclion<iiiQ. .Ma!iv of fhme orplicotioni can opervre in  pik d dDeS ham the applieation but may reduee the quality rhat 
on imprrfid dchver,? o/mrdiß deio, while orher opplicnnon~ rsrh is deiivered lo the 
or dirrribured dolabaes or diilributed />les>siemi conriiierperfpo 
Q o S n e c % ~ ~ a v  bsi occepldelov. The bmicproblenu ofthe l v t r e r i ~  

Applications that do not allow any errori in the 

l h i  consisteney of Ilieir dolo, whiie rhebrmer reqitire u comislent transmitted but accept disndvantages 
prrrepiiunqfihe conten:. Morege,ienculb: bulh QoSrrqviremenrr i"c'uding de'ay arid jitter 

be inrerpresdnl prob~em o(maintoypinng conriJtmt The basic requiremenf far the second eategory is the 
rrurr. Conrcqrr~nrli. we wrzznir d,,, mony dishbuied ~ ~ p l j ~ ~ t i ~ ~ ,  consistency of their data, while the first category requires a 

inciuding mort diroibsrp~l mul:irnedio opplico~ions, con h<l j l  ihpir consistent perception of the da&. More generically. both 
l m h  in vpile q i  imperficl cowrstr~iry. Sypinrr Ihe ombralion kinds a f  applicatian require maintensi!ce of a cansistent 
requaemenr3 dtfler widely, rhe elemsilr !hol moke up system state On the one hand, thc facus is mastly on an e m  
"rorsi.siency' mlis br repornred <md clurnlfid 7% poprr *ee transmission of the data, an the ather band it is an 
inrrodiccer Cotirislencv QoS ond proPoser clm$l;i."ti"n 0 f  small or no delay. In both cases thir consirteney in 
eiernenf~ Ihn1 deieleirnine on opp!icoilon '3 cumirienc~ .vrprlrrirrine>iir. iiicreasingly hard to achieve when the scale a f  a distnbuted 
l h e  ioiv level QoSreqrremenrs llioi lheserepurarepmomerers rely system graws. 
on ore s h o w .  and eromple pararneler rers for opp'icution civrrer 
','L girrn. In this paper we express the hypothesis that several kinds 

of distributed applications do oor fsll iitto the two clearly cut 
categones We assume that many dishbuted applicatians. 

1. Introduction incliiding mact dismbuted multimedia applicatians, can 
~h~ of mulrimed,a coniinunication has SuIfil their tsske in cpite af  imperfect consistcncy. Section 2.  

incrwred in years, ~h~~~ have to will motivate this hypathesir xith some specific applicatians 
handle dnla wes that nre differcrit rrum tradltianal data are alreadY in'use. 

types like text ar HTML files pberefore require We malize thar the requirements of distinct applicatians 
different k h a v i o u r  of the network ,lie applica,~anr, difrrr widely indtl~ercfoie, that lhc elements wheh  mske up 

Limiied bandwidth, far example, is aunoying but rarely "consistency" mwt  be separared arid classified. This 
critical far file tranrfei. H~~~~~~ af sepaaliuii and classification will make it easier to explait the 

video arid audio $treams becomes usually impossible if Ijmits to a dismbuted application's cancistency requiremenls 
falls shart of a lower bandwidth limit. I n ~ r d c r  to sulvr thir in genenc wdys and potentialS, to increase its scalability. 
problern, quallty af (Q~s) mechanisms rar Once a classificatian exirt, it will become easier to speciS. 
multimedia communication hnvc bccn soiisidrrr<i condilions o l  iiiconsistency that still allow correct Operation 

an several abstracrion levels The usc of rhese mechanisms 01 an application. The availability of a classification can also 

allowr distributed applicationr to handli multimedia be tnken inta account dunng the developmcnt a f  an 
contents. applicstion in order ta gain scalability 

I,, the beginning, [he focui ,,f ~ ~ ~ . ~ ~ l ~ ~ ~ d  rcscamh i,, We propos  C ~ C l s ~ ~ i f i ~ a t i o n  o l  elemc~>lS thst will allow 

multimedia comunica t ian  systems was on netwark level the specificstion of  an application's consistency 
Q ~ S  11s goai is ta identify and negotiate the minimal QQS "qui"m=lts rnd thus definc the maximum of 



imperfectne~s (hat ~ l i l l  allows an application to work 
conectly, We shaw low level QoS requirements thar each 
pnrameter relies on. 

2. Related Work 
After the in:roductiuii of lowcr lnyer QoS suppnrt Iike 

the Tenet group's [ 6 ]  highcr le\el QoS architecturea 
appeared soon XKM [9] was u n i  of thc First thnt 
impleniented a generic QaS architectun The highen 
practically relcvant abstraction level to dsre i, ih 
integratian of QoS handling into CORBA. which was 
invesligated by [3], [I11 and [ I41  Many 0th- QoS 
iiihomed uppbutions like 121 and j161 have folloued the 
approach of  diract niappings and riniplitications without 
any gneralized abatraciion. In other application sreas. the 
t e m  QoS is not applied, although sewicc guarantees are 
their centrvl concem. 

To have a ;imited set OS examples available larer in the 
texr, we stan with fivc real-norld examples of disttibuted 
opplicationr thnl have a distributed sysiem statebui do  not 
rely entirely on a hard synchronity betwecn the copies of 
thr dala Thesc cramples can not cover the entire ranye of 
aspects that need investigation, but our initial 
inbestigations are limiled tu the soverod set o f a i p e l s .  

2.1 C o m p u t e r  Games 

A distnhnted. intrractive Computer game has a single 
envimnmcnt that is concunently manipulaed by all 
pofiicipants. Howevcr, there sre niles. Some things need 
not be kept consistent because they do never Change (Walls 
in MiMaze (71, Ihe rase trnck tn u c i i  raeing gimc (121). 
Some things can be changed by only one present Person, 
not by othen (target ear speed). Some lhiiigs arr. vlwnys 
accepted (a turn of the steering wheel is always accepred, 
since user input is never rewindable). (L21 has 
demonrtrated that a highest pemissible delay in system 
Seedback exirts Sor applications such as the his racing 
game, and thnt pmcessing vnriations can reduce the effects 
of such delays on the User perception. Investigations 
showed rhat with a delay of 50 ms a player is still ahie to 
s:eer the car wilhout a perceprible reductian a fh i s  conual. 

2.2 VehicIe Rcmote  C o n t r o l  

In this example we assume the rather extreme situarion 
of i single vehicle like the Pathfinder for the Mars mission 
ar other remately cantrolled vehicles that are needed to 
fulfil sp'siiil taiks. Thir applicatioo differs From e.g. the 
gamei scenario in srveral ways. An imponant onc is that 
the possible activity of Uie environmcnt ir not Iimited to 
preprogramnied actions. The system can be camisteiit for a 
very loiig time, but it can suddeniy hecome iiisunsistcn! by 
an iinforseeable event. In normal operalion, for the 

Palhiinder specifically 11 w i s  predictable that there were no 
oihcr rcmotcly ~ontrolled vehicles nr moiing oblects, thus 
future situations cuuld be predicted on the basis of the 
vehicle's movemenl alunc. As this orwiiple shawr, it can 
be valuahlc for distributed applications ta consider which 
data in the physical dnviranment are subject tu chaiige and 
which are not. 

2.3 Di r t r ibu ted  mult imedia iilcsystems with dis- 
connected opera t ions  

A distnhuted filcsystrlii like thc CODA fcle System L101 
will usually refer to a reference copy when ir operates in 
connected mode, not allowing the systrin Lu becorne 
inconsistent. In disconnected mode, the occurrence of 
ineonsistencies is expccted, and noufications and user- 
controlled mechanirms are pmvided to resolve such 
inconsistzncies. 

Thi, lype of  filcsysyi~m rupports disconnecled 
operation mainly for mobile clients. Unlike other 
dishibuted lile sysrems like DFS [ i]  and AFS (41, CODA 
supporis the conrinued operation dunng pafiial netwurk 
failures as well. Thia feihire automatically inirduces CI 

ceriain level of  inconsistency in distrlbuted fiie Systems. 
Update speed and frequcncy are m a l l  i n  this system slnce 
changor to the stored dnta wniild not occur in intervals of 
milliseconds Veratoning of the files allows 10 rcanange 
conristency whrn J. mobile systeni that hns been 
disconnected reconnects. 

2.4 L i p  Synchroniza t ion  

Loosing Iip synchroniration is a problem that appean in 
tho pliyback of  ieparnlely lranspotied audio and video 
strcamr that helong together. This prablem caii he 
interpreird ar an isiuc of inconrinleni clocks. Although 
several synchroniration niechanismi eiist to eliminate this 
pioblem altogether, it miiy bc porliblc to si\e resources by 
synchronizing such streams suficiently well rather than 
perfecily. The definilion oi sufficiency i a  dirricult, but 
Steinmetz [I51 showed that the skew betneen audio and 
video belonging to the Same presentation can be up 10 80 
milliseconds withorit hcing noticed by the caruvl viewer. 

2.5 Mobile  IP 

Mobile 1P addresses issues 01 lassy connectians and, in 
general. unreliable and dynamir nrtworkr 1131 Senices, 
applications and work practices that were designed for 
siationary, non-moving usen linked 10 tixed neworks Iiave 
to hc adapted to sccomodate requirements imposed. 
conrtraints introduced, and possihilities opencd by the 
mob'iliiy of ussrs. Uohile IP  extends and introduces 
pmtacols to allaw Tor e g  messaging, localization, secunty 
in such dynainir environments. 



3. lntrodnung Consistency QoS 

During aur work On distributed Systems we leamed that 
some of these can den1 quite well with a ccrtain Pack of 
consistency. Dealing with the problem of distnbuting 
changes of the systcm stale sufficirntiy fast between thc 
separate nodes I" a distributed System, we call this fiavor of 
QoS "Consisrency QuS". It expresses all QoS issues in 
t e m i  of constrained m o r s  in a distributed system state. 
Tlir esamples of Seetian 2 .  indicate that many problems 
caii be fomulated in these i e m s  I1 is impartant 10 note thal 
we do not address the problerns of nal-time applicalions 
alonc, bul rry toguaranlee QoS for applications thot arc not 
considered real-time as weil In a middleware architeclure 
that i i  based an rhe replicalian af  stntc. wc aasurne thai the 
various copies ofstate (data) are not perfectly canristent at 
nll times Next, wc intruduce thc required cancepts a f  
percrived conristency (Sectian 3 1) and percepfiort 
(Scstion ? 2 )  Based an this, we defiiie the t e m  
Consrrlency Q<iS in Sectian 3.3,  and then we present the 
iist of Consistency QoS Parameters that we have ~dentiiied 
so far (Scction 3.4). 

3.1 Perceived Cons is te i~cy  

We assume ihat QoS requiremeiits are ofien b t h  
applicition-dcpendent and exist inherently within 
applications. Finally. these requiremenls are driven by the 
cunscivus perceptian required of  the user [SI, respectiveiy 
the required physical autput. The examples in Seeiion 2 1 
and Section 2.4 pravide an intuition of lhc t e m  'perceived 
consisicney': if the end u\er belicver that the vidco and 
audio rtreamr are lip-synchronaus. or if the user believes 
thst tiie feedback to his controls are iiistant, perceived 
consistency is achieved. We define 
Perceired Con31stcn~)- for distrlbutid 1iy61ms m e m S  thst the 
percoivd physical outputis interprebd equally hy d l  usen 

An applicntion san suppurt perccived cansisteiiey only, 
but abviously never guzrantee conect interpretation by the 
Users. Still, suppon of perceived consistency puts demands 
onto applicatioiis 

For most areas that require cansistent system states, the 
User involvemeiil is less direct than i n  the given eases of 
Sectian 2 . The implementation examples present special 
invesligalions ar developrnents that are concenicd wiili 
variour scales of modifications to a System state. They 
seem to hsve few lhings in common. However, when the 
elements af  a consistenl systern state are separated inta 
meaiurable nspcik, we can idenrify tor eacli a f  the 
indicated applications a sct of consirteiiey requiremenis. 

Starting wirh a reduced application space, we considrr 
only distnbuted applications with a logical system model 
that can be reduced ta a predicrable and manageable set of 
atomic data. We simplify hrther by considering oiily 

Phyrical Loesl Application Nudc 
Environment (e.g. a Client, Pmcess) 

1e.e User) 

Percepfahb Consirtency 
Cnnsisrrncy Conslrvinrs 

Effeclively pcr  on lucal application daw in- 
eeived rnodcl siate slancer (oulput and source val- 
\mth timitcd icmpli- uir) vith conslraints de"vcd 
ril and spatial eiact. fmm constrainir for percepiable 
nwa. consiscency. 

Figure 1: Percep tab le  C o n s i s l e n c y  a n d  
local  C o n s i s t e n c y  C o n s t r a i n t s  

simple. fix-sired data elements in a f int  step. Althaueh we 
are not sure wheiher a generalixation in passiblc starting 
wilh rhis appraach, there arc applicatians hilfilling these 
assumptinns (Seriion 2.1 10 Section 24), i e .  such 
applications that gain from an appropriate Consistency 
QoS infrastnisturc. 

In a typical distributed application. some changes ta the 
systrni slate arc not necessady perceived irnmediately by 
each User Aetually, the same is tme for some appllcatians 
as well. so we can more genencally talk about the physical 
envimnment af the distnhuted applieatian. To rcducc thc 
effort for maintaining cansistency. we try ta find the 
implementntion constraints or cach edge tu ihe physical 
environment, that still pravide perceived consistency. To 
stay within thasc conrtraiiits, wr map them onta eanstraiiiis 
far their assacioted local instances of disinbuted 
npplication data (Figwe I ) .  Having Ihis. we Want to benefit 
fram loosened constraints an the respective app1,catian 
model values by curting eommunication cosl, preferably to 
the level that the physical and l i u m n  environment of the 
application demands. This requires the notion af twa 
concepts 

perceptionof der& at a nade of a distributed application, 
presented in Seetion 3.2 
consistency eanstraints on perceived data, presented as 
Conr>strncy QoS parameters in Section 3 4 

3.2 Pereeption 

Applicatians can explait tlie Fact that data need not be 
more up-to-date or exact than the perceived consisiency. 
Of Course, the pemiissible deviotion h n i  aii acrually 
canristent behsviour differs from aiie User to another, aod 
an ideal perceivod saiisirtcncy can not be rneasured. Just as 
in lorsy multimedia codecs, the permissible lass a f  perfect 
roplication of thc system stak competes with the resaurces 



that are required ta achicve it, and the Iimits are chasen 
iubjectively, e g .  based on case studies. 

The c o n c e ~ t  of nercemion irnolies that availabilit~ of . . .  
manipulated yet unperceived data is not relevant. The local 
iodc  needs no connirtent infomatian about anythingaul af  
its c u m n t  scaDeafaperatian. In ather aards thr lacal nodr 
warks cuiisistcnily wi!hiii its scape even if i t  does not have 
perfecrly correct infamation about data outside its scope. 
granted that its eopirs are involidniod before they are 
perceived again. - LI dnta is 

unhown manipulated by 
perceivc 

a urer, cir 

referred ta for 
the first time, 
the result a f  the 

redlize aperation can 
not be known 

figure 2 slatc grvph fordarum viiibility immediatelv 
Figure 2 rhows 

the statcs for a datum at a local node that enters (percrive) 
respcctively leaves IJ?or-grr) thc pereepliun uf the locvl copy 
of  ihe applica!ion The state real indieates a reliable. non- 
rewindab',e value of  rhc datum This can abviously iiol be 
achieved immediately since thc current s tak must be 
transfemed fram anather nade iiiitially. 

Thc perception s:ate rnodel i s  in w far abli\ious of the 
communieation delay berwcen the nodes of thedirtributed 
System and prvblcms of intnactionr uith the physieal 
cnviranment. It only specifies, whethcr canflicts have to be 
rcsolvcd. Assurne thar a "irr A iriputs a vvluc for datum D, 
this dnturn is in the faeus of userA and A's darum instaiice 
hai therefore to b e  real Any uncerrain inrtance of  D cnn 
be infoimed wifh a one.way mesrage, iiodes where D i i  
unknawn da not rnaiilain insiances of D. Bul if a User B al 
another node of the dirtributed application tries to 
rnanipulate datum D, thc twa respective mstances af D are 
,eol The expeted results o f  these iiiputs may differ far 
uscrs A and B. but the uier input has beoi accepied by the 
reSpectivr nudes. Bcing physical input, the input is not 
rewindable and must be eonsumed, but the effect af  the 
usm ioputs an D is iiot iiaessa"ly the respectively 
expecred effect. Two siluatrons ean porentially accur: . The confliet between the two nodes can Lie rcsolvcd 

within a delay aeceptable for lhe distributcd appliea- 
tian. A madcl-dependent mcrging ot the two usri 
iopids is perfamed and the new rtate a f  daturn D is 
canristently shown ta usen A and B. - The commun,caiion dclay berueen the two nodes is wt 
aeceptable. An applicatiun-defined exception handling 
musl be perfoniicd. 

3.3 Consistency QoS 

Consistency QaS is intended ta  tarmalire Ihe abilily uf 
nn application to cxecute carrectly in spite of data being 
incansistent in same ways With Cansistcncy QoS: we rry 
no more 10 msintsin absolute consistency ( i e ,  the logical 
arioms af  the respectivc application), but tty to identiiy 
rnd iiiainiain thc perceptable con-irtei3cy i i e .  pereeptable 
arpects of these arioms). W'e define: 

Cansirtrncy Qas is n eonrrast betreen i n  idge o l  a 
dirtriboted spplication end an vnderlying spplicstion Isyer 
that quantinrr lvaranreed controiuts on r q u e ~ t  tn 2nd 
proVision of change IO adintribvted syrtrm stnta 

An edge a f  nn iipplicatian hcrc is 2 layer thai eonnects 
the applicstion wirh the physieal environment, e g .  GUls or 
device adaptcrs l 'hc constraini quantiticotion necds a 

scherne whirh is develaped in Section 3.4. This schcme 
may be eommunicated to the physical eiivirunrncnt 
including usrrs in a patcntially sirnpllfied presentatiaii 
(Iike a dider to control smesr effects). 

Specifically, this scheme provides a means to spa i fy  
acceptability for the coniiict resolution mentioned far the 
prrceptiaii itato modei in Section 3 2  

3.4 Cnnsi<tency OoS Parameters 

Ws aim at the identification of a set of constraii~tr 
suitable to describe the requiremenrs which a piricived 
consistency may put on an application node. We tty ta 
famulate these constraiiiis as ap~l icd ion  Level QoS 
paramereri, 10 ba negotialcd wich a middleuare. 

Section 2. shows [hat darum coniirtency problems can 
iiot he spccifiod by a single parameter. Similarly. it is rcle- 
vant ta undentand whether intermediate steps of a series of 
consecutivc state changcs in nn tiistance ean he ignored 
when the rtate in aiiother instance is updatcd. Cansisteney 
QoS can appiy other QoS definiiiunr ur a banis for its gwr- 
antecs (e.g weakly consistent state can only b e  guaraoteed 
when the end-to-end delay is laiown). 

In fact the consistency problem can be rplit in10 several 
parameters and applications ha\e different requirements in 
each of ihese paiimeters. Reing an abstraclion from louer 
system levels, Lhe values for several of  the pmameters can 
onlg be achievcd if the syrrem ir supported hy QoS guaran- 
tees an lower levels: the enforcementaf parametcrs for eon- 
sisleney must be suppurtcd by netwodr lcvel QaS and Locnl 
system QaS (CPU, rnemary, disk access). This ean be im- 
nlementcd bv the uie of e.g. an Intryraiid Services infrn~ . . 
structure [I]  and an Operating System and application able 
ta provide QaS guarantees. Up ta  naw we have identified 
the parameters of Coiisistency QoS that are presenred i n  
Table 1. In cine of applieations that rely on network level 
QoS guarantees. Cunristency QoS can reduce the amount of 
resources that need to be resnved to guarantee the correct 



updatc fiequency I rare 

synchroniiationfrrqucncy 1 days seconds 

replicability high lirnited 

1 local tranritivity versianed filcr built-in (parameler inrerdepend~nce i i  pan of tlic 

L-- I- 1 systcm); very limiied 

Table 2. Consiltenry QaS parlmclcrr l o r  ertrrnio rppllcations 
_1 

variables a f  tlie supparted data types can be used already been perfomed a n  thc datui~i iiisrance; the 
indepindently of tllelr dlstribution state The dala types are visibility a f  the aperations at the applicatian level is 

pronded by the middlewsre: rather than uning a standard deioved. Funher imponant componriais of tbe iiiiddleware 
integer data type i r i l  at the programming language, layer are the garbage eolleetian for dynarnical data and thr 
interfaces a f  data types such as Rewindobleinteger ai iiarnespace administratton which is respanstblc for globally 
A9rgobleli~regrr wirh a limited ser af operations are used valid refaences. 
at the application level. At the middleware Irvel, eaeh We eircumvent a centril object naming service by 
variable ofa supponed lypr is implemented with a specific identifytng namer with referenees When an inslance f int  
conflict resolver. Three kinds ofimolcmentation are shawn refers to a datum. a referenee is ereated at the xiven node 
iii Figure 3. Thc siirzple duro lypr implemeniolzoii has a and its referciice is registered Since a reference itself is a 
locally available rtate, and all aperationr are tirnestamped datum, eich datum is either canneeted ta plobally haum 
and performed on thc lmol copy as will as broadeast ta all 
remole copies. Because of limits to the iiumber of repliea, a 
node in a distributed applicotion may somrtimrs not hold a 
laeal iiistance of  a ~pecific datum. In that eare, 2nd if 
network resourees are sufficient for thnt, a reitiorr siniyle 
duia lypr riub is made locally svailable 11 redirects 
operations ta the remote instances 2nd retrievci thc state 
synehronously when il is requested by ihe appliestion. 
References a r i  a mesns for shanng dynamicslly creorcd 
data among nodes The resoh,rd refirence iinplemcntofion 
sllaws data rhal is replicated to the local iiode withaut an 
inierface at the spplication level. if they can be referred to 
by a reference Such a reference datum. which may he 
distributed itself, ir used like a painter by the applicatian. 

The raised grey box i n  Figure 3 provides a look in10 ihe 
main elemeni of s local implententation, the conflict 
iesolver. Conflict resolvers implement a speclfic strategy 
such s rewinding or merging to pravide the gumnteed 
consisrency. The box shows a conflict resolver that is based 
on a ucriitril staie that csn not be manipulated any more. It 
maintains a queue a f  unvmified aperations that will be 
applied to ths \,rriTird stsre when the timc for a re-orderlng 
insenion of  aperalims fram a remote node has expired. All 
retrieual operationsoftheapplicatian refer ta a visible stare 
that does not necessanly cansider all operations that have 

data of the well-known binary code of the distributed 
applicaiimi tbrough a chain of references, or it ir not. In the 
recoiid case. this datum i i  an intermediate datum for the 
praccssing in a piece a f  eade af  one instsnce of the 
applicatian. In the other case, ihis datum may become 
interesting to other instances of ihe application, but only if 
the datum is ieferred to. This referenee by a remote 
insrance can. be schieved when the reference chain that 
alluws luraion of the datum is distnbuted 10 the remote 
instance. When the remore instancc dc-references the 
dntum thnr rerrrr tu the newly created daturn, it acquires 
access to the original datum and perceives il. The means of  
such aicess orc dcfincd by ihr inodes of rhe datum 

The rnodes may forbid replicatian, which incresses 
delay but guarantees consistcncy, or ihry may limit the 
overall number of replica in rhe distributed application. If 
replicatiao ir porrible in spitc of such sutiditiuns. 
requirements on ihe netwark level QoS must be checke* ta  
detemine wherher the temporal Limits 10 lhc update spred 
of the datwn's replica can be guaranteed. If thir is 
impossible. the rcplicatinn is not perfamed but ench access 
to thc dshtm by ihe remate node is executed by a remore 
call. 



---- ---- 
meaning 

- 
Thc largcrr inrenal thai i i  needed to deploya change cl.itaie in a datum loall insfancis of thar datum. 
Cuarantees of u~dute speed require guaranrrrs un rnd-Io-ind dctay).s .L the network level 

/ rcwindobilily 1 Thcpart rtatei. in erms ofgranularily andpsi time, to which a darum can mrumGuamntees oo rewindability 
rpquire local euarantees on available memary. 1 

Update friqurnq 

rynchranizatian lre. 

asceptability 

Thc highesi frequency nf sfale changes in adatum thaican bc handled by the servicc providerwithour affecting 
atlicr guaranreer Cuarantees ou updaie frpquency require guarantees an throughpur and los. al the nrtwurk 
levcl. and depcnd heavily on muliicari fcalurcs. 

- 

Thc iowest kequcusy afcommunicarion betuesn sny twa inrrauces ofa daium fhai still allaws o recrilte a 

- 
local transitivity 

quency cuiiiiiion syurhmnizcd s i i u .  Guarentees nf rynchroniraiian frequency require nerwork lcvel guarantpes on 
thmughput, losr aud delay. 

rcplicability The number and dist"but>on at rcplica rhar muy rrist ufa daum (replioobility=l m a k i  mnri other Cansisl- 
ency QaS plramelir irrelevant bui may reducerysicrn availability). Guarvnteer on rcplicability urc bavdan 
applicalioudefined cvnstraiutr. ----Ip- 
Theacsepiablc lrrcl ofdivergcnoe ofthe cunrnl cnnrciil ou h e  display from thc actual t i t e  of he systcm (cg. 
duc la human perceptian). Cuarautees on accepfabilily are bsed on application-defincd conitrainrr. 
------P 

The number of stcps that can be reversed in modificariou uirclaird losal dato whon r darum is infomiad ahaut 
arcmote siicechange lhal occurrcd(Icgal1y w r t  updaic spnd) bcfarcopcraiiani wcrc pcrfamed baiedan 
~IFOTTCCI intomalion. Guaranlccs uu local tranritiriry requirc locat euarnnlees on availahle mernory and com- 
puring specd 

P---- 

Tablo 1. Consistenry QoS Parameters 

funetionality. 
Without limits to the parameters of Tablel ,  an 

unacceprable number of  rewind aperstians and re- 
caleulations may become necessary. The resource usage of 
all appraaches that allow re-integration of  rhe system state 
is graaing tao quickly ior most applications. Oiily if 
limilations apply. Consistency QoS is applicablc a! all. 
Table2 shoas that ihe requirement range of a single 
Parameter ean be very wide (see update spccd or 
frequeffiy). 

W e  are in\'estigating wlirtlicr thcse QoS parameters are 
sufficient, independent, aiid atamic. Witli the given 
parametnr, we crn slrcady demonstrate cnnneetions 
between low level Q9S parameters and application-level 
paraiiieters. Wo believe that the eoniideration of these 
parameters will in Same cases allow applications to decide 
thcir QoS requirements without bothenog with User 
interaetian ar all, in some cases allow the ~ndication to a 
user that perceived qiialiiy will b e  severely disturbed and 
ean not be increased, and finilly pmiide ussrs with means 
of setiing QnS paramelers in temn that are far more 
intuitive than, e g .  the packet loss ratio. 

strategics (intcrpoldion, voting, rewind, predietian. Output 
delay) for some basic data types (numbers, boalean and 
chvmcrer values), references and aggrepsfions. As a pmaf 
of coneept. we derign and implemeni a simple middleware 
for a system that ean provide Consistency QoS to 
applications on the basis af lower level QaS provision. 
Only sRer riiccessful evaluation, it will be reasonable !o 
iniegmte Condsteiicy QoS into more complex and 
common frameworks, c g. as a CORBA abjeet adaprer or 
CORBA 3 0 QoS policies. 

We starl by consideting a dislributed application that is 
implemenred by separately mnning copies or entitiia. 
Being dist:ibuted, that application tnes to maintain a 
consisten! system slate in spite of lemporal delays iii thc 
distribution ofchanges to the system state from one nade 10 
another. As stated ibo\e, we havs reduced the data types 
for initial examination. We do not eonsidcr more complex 
constmcts such as classrs and iiiethods, we consider only 
precampiled, static application eade at this time. It is 
currently uricrnain iri which way our rerults need lo be 
adapied to apply to mare dynamic setupn. 

Conssquriiily. wc considcr n middleware that consists 
of an abslract distribution syslern that can guarantee 

4. :mplementations iirtwurk levcl QoS such as end-to-ead delay and reliability, 
and that provides multicast faoilities. Figurel shows a 

The angoing implernentation is focusrd aii carly dcsign of  an infrastmcnire that considers simple data types 
applicafion. Thus, we implement a ~ar ie ty  of consistency and operatioiis on these data types At the application level, 



mullicasi- and 
Qos-rupport- 
capable 
tramport rublnyer 

Figure 3: distribution infrastructure 

5. Future W o r k  1995. 
161 Domenico Ferrati, Anindo Banigea, and Hui Zhane. Net. 

After the angaing implementatian a f  Conrisrelicy QoS, we w o h  Suppon for hlullimrdin. Compiirri Ncnorlo. nnd ISDN 
will try tn disrect applicationi ond implnnt aur bliared par- Svslem$, 26110). 1994. 
tially consisrent data types ia ger afirst  proofafconcept and 
applicability. 

Then. we wsnl t o  implernent an extensible frarnework ta 
allaw irnplementarion o f  new "plug-in stratogics" and alru 
af new value lypes bymeans ofaggregation (recorda, a n a y s  
and rlanser). Also. w e  want to have a look at the posribili- 
ties to i n t ega te  Cansistency QoS implemeniation and con- 
cepts into CORBA. 

Having a dcvelopment framework a t  hand, the henefita 
of Cansistency QoS have to be evalueted. Thir will certain- 
ly dernand further retinernent of Cansistency QoS classifi- 
catioii, application analysis and middleuare 
implementation. 
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