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Chapter 1

Active Queue Management in P2P:
Motivation and Classification

Peer-to-peer (P2P) principles are evolving in the Interdeé to their self-organization
capabilities. P2P systems have no single point of failutd@ckvwould compromise their
scalability. However avoiding single points of failure letsystem comes with the need
of a system-wide self-organization of the peers. Howevirosganization of the peers
need the exchange of various maintenance messages, whidh @aignificant overhead.
It may occur, that maintenance of the network requires atdraetion of available re-
sources, typically over-provisioning of resources sobhés problem.

Efficiency is relevant when over-provisioning cannot bealdn case of a catastrophe
scenario for example bandwidth is scarce and the partiogpaevices are highly hetero-
geneous. In addition to the boundaries on the technical, levecial services have to
be available and perform in an acceptable quality. Theseitistances require efficient
utilization of scarce bandwidth in each peer and scarceuress in the overlay.

1.1 Message Scheduling in Peer-to-Peer

Nowadays bandwidth is the most scarce resource in netwdrk®2P networks avail-
able bandwidth for services is even lower, as the maintenah®2P requires a part of
the bandwidth and in addition to this, asymmetric bandwithpabilities are common.
Asymmetric Digital Subscriber Lines (ADSL) connectiong dominant in the Internkt
This causes that asymmetric bandwidth availability, diffg down-link and up-link ca-
pabilities, have to be assumed as normal. Typically theinktdrovides less bandwidth,

1See http://en.wikipedia.org/wiki/DSL_around_the_wlor!
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than the incoming link. However this results that it may agtlat not all incoming data
can be processed and transmitted, as the out bandwidtlsighkas the in bandwidth.

Congestion is a problem that may occur, when no suitable amesims are used.

Common reliable protocols on the transport layer (like T@E)port mechanisms to
adapt the sending rate to characteristics of the networle sBmding rate is decreased
using the congestion window principle, when packet loseteated. Routers in the net-
work can drop (or mark) packets intentionally in order tonsiigto the flow sources to
choke / decrease their sending rate. Additionally a falization of the bandwidth can be
enforced by degrading the service for greedy flows. Activel@Management (AQM)
aims to detect congestion in the network before it becomesrasdy overfilling the router
queue. It means that the router tries to reduce the sendiagfdhe traffic sources by
dropping or marking packets. In Figure 1.1 we show the pplaciask of AQM. There
exist two approaches to indicate congestion: Packets candpped and packets can be
marked. First strategy requires cooperation of the endpa@nd latter generates addi-
tional overhead through re-sending. Endpoints have ta mamarked packets as they
have been dropped and decrease their throughput. Withhisame improvement of
bandwidth utilization can be achieved, but without addiéibboverhead costs. Addition-
ally some AQM mechanisms aim to reduce the bandwidth of gréled/s by dropping
their packets at higher rates.

In Out

Flow1 ——MM—

Flow2 ———
Flow3 ——— ( ) E

Flow4 ———

Figure 1.1: This figure shows the main problem solved by AQM: Which pagket
should be dropped if the queue is at risk to become congested.

1.2 Classification Classes related to AQM Mechanisms

There are more than 50 proposals for Active Queue Managesubatmes [BRHG]. In or-
der to classify even a subset of those proposals we identiifeechost important properties
which are described in the following subsections. With tassification points described
in this section, we analyze the Active Queue Management amesims in Chapter 2.
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1.2.1 Main goal

Each scheme was designed to improve some particular piegpeftthe system. As there
are often trade-offs between some goals an AQM approactotaatisfy all requirements
at the same time. So some schemes focus on small loss whileamthcentrate on high
stability or fast responsiveness.

1.2.2 Approach of solution

The proposed AQM mechanism use various underlying modetsate decisions. Some
rely on heuristics, others work deterministically and soenen use ideas and theories
from related research topics. This classification pointgloeitheory behind the proposed
AQM mechanism.

1.2.3 Congestion measure

In general AQM schemes aim to prevent congestion by detgthiem and notifying the
traffic sources, i.e some of the observed parameters areareshito adjust the routers
behavior. Typical congestion measures for AQM are:

e current queue size (i.e. the current utilization of the dufjueue, not to confuse
with the queue capacity),

e average queue size, which is computed or estimated fromutinent and previous
gueue sizes

e number of active flows, which can be observed by comparing stodng
source/target pairs from packet headers

e packet arriving rate, i.e. how many packets per time unitarging

1.2.4 Fairness

In case of congestion an unbalanced marking strategy vaidl te a unfair allocation of
the bandwidth to different flows. For instance if a routertstao mark all incoming
packets with the same probability the flows with small bamttlviconsumption will be
discriminated compared to flows which use more than theirstaére. Even if an AQM
scheme does not provide an explicit handling for high-badthwflows it can still reduce
their bandwidth consumption indirectly.
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1.2.5 Awareness of malicious or unresponsive flows

Some flows may ignore the congestion notified by a routergeltlecause of their unre-
sponsive nature like for UDP video or audio flows or interdilnto receive larger than
the share of the bandwidth. An AQM algorithm can handle swttemes in different
ways. The algorithm can ignore such flows or detect and puhésin.

1.2.6 Target quality: static vs. dynamic

A target quality is used in some AQM mechanisms to convergeptirformance of the
system to some distinct level. For those schemes which htasget value, like a target
gqueue size, it can be either fixed or adjusted according teytbeem load. So we further
distinguish between static and dynamic quality targets.

1.2.7 State to maintain

Typically an AQM algorithm needs to keep some informatidee lthe observed traffic
density or unresponsive flows. Some schemes require onjysveall number of values
to be maintained. Other requires more state to be maintained

1.2.8 Number of required parameters

Different approaches require different number of paramesdich must be set to ensure
proper function in a specific scenario or topology. Theseupaters must usually be
either hard-coded or can be set by an administrator. Oftennibt obvious how to set

them appropriately.

1.2.9 Special characteristic

This point is not meant to classify the approaches, it is meapoint out remarkable
characteristics of the system, that are special. Undempthiit we list properties of the
solution rarely found in other solutions.



Chapter 2

Survey on Active Queue
Management Mechanisms

Active Queue Management (AQM) aims to detect congestiorhénrtetwork before it
becomes severe by overfilling the router queue. It meanghikatouter tries to reduce
the sending rate of the traffic sources by dropping or markiackets. There exist two
approaches to indicate congestion: Packets can be dromoepazkets can be marked.
First strategy requires cooperation of the endpoints attelrlgenerates additional over-
head through re-sending. Endpoints have to react on maikekkfs as they have been
dropped and decrease their throughput. With this the sap®irament of bandwidth uti-
lization can be achieved, but without additional overheasts Additionally some AQM
mechanisms aim to reduce the bandwidth of greedy flows bypiligptheir packets at
higher rates. In this chapter we give a survey on Active Qudaragement algorithms,
that are suitable for Peer-to-Peer networks. In additich@asurvey we present a detailed
flat taxonomy.

2.1 ECN: Explicit Congestion Notification (passive solutia)

The Network Working Group proposed in a RFC [RFB01] the addibf Explicit Con-
gestion Notification to IP. Nowadays in networks congestsometected on transport layer
(e.g. by TCP) upon the loss of packets. The authors arguedngiestion should be de-
tected before buffers overflow and packets have to be droppieely propose to use two
reserved bits in the IP header for signaling congestiongaag. The following two issues
has to be solved by the solution.

e Non-ECN aware routers in the system shall be migrated to B@earouters, both

5
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type of routers shall cooperate.

e Existing mechanisms like packet dropping or schedulinghaeisms shall remain
applicable without interference.

The authors propose to use two reserved bits (6 and 7) in thed&er to indicate the
congestion status of the flow. Following assignment is priesk

e 00 - The packet is not using ECN.
e 10 or 01 - The packet is using ECN, but no congestion is magttor
e 11 - The packet is using ECN and is indicating congestion.

Upon reception of a packet marked the the ECN-code 11, tleévirg endpoint reacts
in the same way, as if the packet would have been dropped amaigs it halves the
congestion windows in TCP. In comparison to dropping, using mechanism prevents
the loss of data as sending nodes are notified in an earlylsédiges congestion can occur.
A classification according to Chapter 1.2 of ECN is preseiéethble 2.1.

AQM classification

Explicit Congestion Notification |

Goal of algorithm Report congestion

Solution approach Not discussed

Congestion detection Not discussed

Fair bandwidth alloc. No, all flows are treated equal.
Malicious-aware No, as not fair.

Target quality interval Qcurrent < Qmaz, WhereQ,,q. is static.
Required state Non, just report on detection.

# of predef. params. 1

What has effect OrPdTop chrrent- Qmax

Special characteristic | Dropping is avoided if possible.

Table 2.1: ECN in context of AQM classification

2.2 DT: Drop Tail (active solution)

The simplest way to handle a router congestion is usuallgad@rop Tail. It means that
new packets are enqueued as long as there is place for thdra queue. If the queue
is full because the send rate of the output link is smallen the arrival rate at the input
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link, all new packets are dropped. Figure 2.1 shows how DEé&lun an AQM regulated
system. A classification according to Chapter 1.2 of DT isented in Table 2.2.

In Out

Flow 1

/ —O—

Drop tail

Figure 2.1: This figure shows the main principle of Drop Tail: Upon artigha new
packet in a system with a full queue, the packet is dropped.

| AQM classification | Drop Tail
Goal of algorithm Solve congestion problem
Solution approach Deterministic
Congestion detection Qcurrent = Qmaz
Fair bandwidth alloc. No, all flows are treated equal.
Malicious-aware No, as not fair.
Target quality interval Qcurrent < Qmaz, WhereQ) ... is static.
Required state Non, just drop new packets on congestion.
# of predef. params. 1
What has effect OrPdrop chrr‘entv Qmaa:
Special characteristic | Most intuitive strategy to cope with congestion.

Table 2.2: DT in context of AQM classification

2.3 RED: Random Early Detection

Sally Floyd and Van Jacobson present in [FJ93] a mechanibedd@andom Early Detec-
tion (RED) that aims congestion avoidance. Their work isivated by the goal to keep
average queue sizes in routers small. This is done by drompimarking some packets
that have a position in the queue exceeding a certain tHeshor marking packets ECN
can be used, indicating congestion on the route.
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System-wide paramete€s,.;, and@,.. define the threshold boundaries of the queue
size. Upon arrival of a new packet in the system the averageasize&) ., of the flow is
calculated and compared €@,,;, and Q4. Qavg IS Updated each time a packet arrives
with following formula: Qqvg = (1 — Wy) - Quug + Wy - Qcurr, WherelV, is the weight
of the former average queue size apgd,,.- the current queue size.

WhenQ,.,, exceeds)),,., the packet is marked. In the case that,, is within the
boundaries 0f),,;,, andQ,...., the marking probability?,, is calculated using following
equation:P,, = H(Z’#w, wherecount is the number of packets since the last marked

packet and’,,, is defined as followedP,,, = Pﬁ“r% The packet is marked
with a probability ofP,,,, in this case:ount is reset. If the packet is not marke@unt is

incremented.

With this mechanism the average queue size can be contati@édongestion can be
avoided. With the parametéV, additionally the burst-awareness of the mechanism can
be modeled,,.;, andQ,.... define the expected range of queue len@h;, defines the
minimum queue length at which no packets are droppe@,.as exceed<),,;, the drop-
ping probability increases with increasing,,, andcount, up to the maximum dropping
probability ;7. These parameters can be configured to suit to differentamvients.
Fairness is provided based on the assumption that the nushdeopped packets corre-
lates with the utilization of the bandwidth by the specifiafld classification according

to Chapter 1.2 of RED is presented in Table 2.3.

| AQM classification | Random Early Detection |
Goal of algorithm Provide performance guarantees (delay, throughput)
Solution approach Heuristic
Congestion detection | Q..4, Weighted average with burst-awareness
Fair bandwidth alloc. No, all flows have same dropping probability.
Malicious-aware No, as not fair.
Target quality interval Qmin < Qcurrent < Qmaz, WhereQ,,;, andQ@,,,.,. are static.
Required state O(1), maintaining@ 4.4, but no history.
# of predef. params. 4
What has effect O[Pdrop chrrent- Qminv Qmaa:- P[gam’ Wq-
Special characteristic | Reference AQM algorithm. Burst-awareness adjustable.

Table 2.3: RED in context of AQM classification
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2.4 ATM-RED: Random Early Detection for ATM

Random Early Detection for Asynchronous Transfer Mode (Afktworks was proposed
by Rosolen, Bonaventure and Leduc in [RBL99]. They claim thiaefficiency reasons in
ATM networks which support TCP, not only cells should be geg, but whole packets,
as single cells (48 bytes) are not retransmitted. The whatigi (approximately 1500
bytes) is anyway detected as corrupted. In Figure 2.2 we shevproblem solved by
ATM-RED. The authors present several strategies how tottekeharacteristics of ATM

In Out
Drop cell
ol

(0000d0)—Few 1,

Drop packet ()

Figure 2.2: This figure shows shows the main problem solved by ATM-REDATM
networks a dropped cell causes the dropping of the wholegbask from beginning
on whole packets should be dropped.

networks (small cells) into account when using RED. All therategies aim to increase
the network throughput of TCP traffic, utilize the bandwiéfficiently and be fair to all
TCP flows.

Following strategies are presented:

1. Partial Packet Discard (PPD): This is the simple stratebgre a the cell at the
tail of the queue is dropped not considering to which padkieliongs. However,
the packet to which the cell belongs is then incomplete aridoeidiscarded and
retransmitted.

2. Early Packet Detection (EPD): This strategy monitors ldregth of the queue.
When the length exceeds a specific threshold, whole packetdrapped instead
of cells only. This increases the performance as less pabket to be retransmit-
ted in total. Implementation requires that correspondielts can be identified.

3. Selective Packet Dropping (SPD): SPD is an extension tBRt aims to improve
fairness. Cells corresponding to a packet are still droppéatal, but in contrast to
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EPD in SPD it is necessary that the flow corresponding to thlkgido be dropped
occupies a large part of the queue.

4. Fair Buffer Allocation (FBA): FBA uses instead of thre&t®as criteria for drop-
ping packets a rejection function. For all incoming cells ttormalized share oc-
cupied by the corresponding flow is calculated. This nornealiflow share is com-
pared to limit function of the current buffer occupancy. Ywhen the normalized
share exceeds the limit function, packets can be discarded.

5. RED adapted to ATM (ATM-RED): ATM-RED takes into accounat packet sizes
are not known in advance, so cell dropping probabilities)(are used. The proba-
bility of dropping a packePp isthenPp =1 — (1 — Po)" ~n- Po ifPo < 1,
wheren is the number of cells in a packet. With increasing size offtheket, the
probability to be dropped increases as well.

The quality of the strategies presented in this list impriowbe order they are listed. EPD
leads to less packet drops in compare to PPD. SPD is morén&irEPD. FBA is more

flexible than SPD and finally ATM-RED keeps the average buffsrupancy at a lower
state. A classification according to Chapter 1.2 of ATM-RERiesented in Table 2.4.

| AQM classification | Random Early Detection for ATM |
Goal of algorithm RED optimized for cell-based architecture in ATM networ
Solution approach Heuristic
Congestion detection | Q..4, Weighted average with burst-awareness
Fair bandwidth alloc. Depends on strategy, ranging from unfair to fair.
Malicious-aware No, Py, increases linearly with bandwidth utilization.
Target quality interval | Depends on strategy, from no target to dynamic target.
Required state Ranges fromO(1) to O(number of flows).
# of predef. params. 4
What has effect Om)drop chrrent’ Qmiru Qmam’ anx’ Wq-
Special characteristic | Takes the characteristics of ATM networks into account.

Table 2.4: ATM-RED in context of AQM classification

2.5 ARED: Adaptive Random Early Detection

Floyd, Gummadi and Shenker present in [FGS01] a slight neaditin of RED, called
Adaptive RED, that provides in face of congestion averagedafined delay to the flows.
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The strategy Adaptive RED applies is adapting the paramefdRED to the current sit-
uation. The parameters afg,.;,, and Q... being lower and upper threshold of expected
queue lengthl¥/, is the weight of the current queue length for the calculatbthe av-
erage queue length. Finallp"** is the maximum probability for marking packets that a
system can achieve.

The authors argue that high link utilization, requiringgabuffers, and low transfer
delays, requiring small buffers, are concurrent aims amddetoff has to be found. RED
randomly drops packets with probability related to the entrraverage queue size. Only
congestion and the parameter setting have effect on thadelzetween link utilization
and low delays.

ARED adapts the parameters to reduce the packet loss rathan@riance of the
queue size. The main goal is to improve the average queuilay ¢anti-proportional
to Qqvg) by adaptingP;'** periodically. According the Additive Increase Multiplidze
Decrease (AIMD) principleP]** is increased by an amouny if Q.4 is greater than
a target queue interva];,.,.; and P/** is less or equal 0.5. In the case tliat,, is
smaller than the lower bound f;,,4: and P** is greater or equal 0.0E* is set to

a fractiong; of its old value.

The authors suggest to perform this update every 0.5 sewdtida target queue size
of aboutQ, iy, + Lmez-Cmin o, is suggested to be; = min(0.01, 22 andg; = 0.9.
A classification according to Chapter 1.2 of ARED is presgieTable 2.5.

| AQM classification Adaptive Random Early Detection \
Goal of algorithm Adaptive trade-off between link utilization and delay
Solution approach Heuristic

Congestion detection | Q..4, Weighted average with burst-awareness

Fair bandwidth alloc. No

Malicious-aware No, as not fair.

Target quality interval Static target interval) et
Required state O(1)

# of predef. params. 3

What has effect Om)drop chrrent; Qmin’ Qmam’ A4, ﬁi’ Qtargety P;r?ax
Special characteristic | AdaptQyq.4e: t0 meet delay and throughput requirements.

Table 2.5: ARED in context of AQM classification
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2.6 SRED: Stabilized Random Early Detection

In contrast to normal RED which focus on estimating the ayemueue size, in SRED,
introduced by Ott et al. in [OLW99], the most important vaigehe estimation of the
number of active flows. This is done by keeping a list of soechiombies - a list of
size M of flows that were recently active. Eaghmbie carries the information about
which flow it is corresponding to currently and a counter, ahhis initialized to O at the
beginning. Theombie list may contain more than one entry per flow. The countereslu
of different entries are independent, even if thebies are representing the same flow.

On packet arrival the new packet is compared with a randoimbgen entry from the
list. If they both belong to the same flow, the counter of thigyeis increased. If the new
packet and theombie do not correspond, with a probability &,,., the flow identifier
of the zombie is overwritten with the flow identifier of the new packet. Institase the
counter is reset as well. In addition depending on the ctimecupancy of the queue and
the normalized hit rate for that flow, the new packet is drapp®@utlining the essence,
the drop probability of a new arriving packet is stated byftiwing two formula. In
the formulaB is the total queue sizé?”** the maximum dropping/marking probability,
Q¢ is the current queue lengtl®, .. (¢) is an factor estimating the number of active flows,
and Hit(t) is either 1 or 0, depending on whether the current packet hadteh in the
zombie list or not.

0 if 0<Qc<®
Psrep(Qc) =4 1-Pper if £<Qc<%
prerif £<Qc<B
The probability of dropping/marking is then:
, 1 Hit(t)
pnar =P . 1, — ) (1
" (QC) SRED(QC) mln( ’ (256 : Pest(t))2) ( " Pest(t)

A classification according to Chapter 1.2 of SRED is preskmtdable 2.6.

2.7 FRED: Fair Random Early Detection

Lin and Morris state in [LM97] that RED allows unfair bandwhdsharing when different
types of traffic share one link. The reason for this is that RIEBs not take the bandwidth
utilization of the flows into account, when dropping pack&tackets of flows using a great
amount of the bandwidth are dropped with the same probalzikt packets of choked
flows. The authors propose Fair RED (FRED) as solution. FRERBsures the utilization
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AQM classification Stabilized Random Early Detection

Goal of algorithm Like RED: provide performance guarantees (delay, throughp

Solution approach Heuristic

Congestion detection Qcurrent @and diversity of entries in theombie list.

Fair bandwidth alloc. Yes, dropping probability is proportional to bandwidth shper flow.

Malicious-aware No, as not fair.

Target quality interval | High entropy at incoming flows.

Required state O(M ), whereM is the static number of entries in tiembie list.

# of predef. params. 3

What has effect oy, | Qcurrent: Py ®*, M, Number of hits in theombie list.

Special characteristic | Considers the bandwidth share of the flows.

Table 2.6: SRED in context of AQM classification

of bandwidth per flow in order to impose on each flow a loss raé¢ iis related to its
bandwidth utilization.

The main goal of FRED is to provide different dropping stgits to different kind of
flows. Misbehaving flows, that take too much bandwidth, shalisolated. Bursty and
low-speed flows should be protected and spared from droppiing authors introduce
various parameters to model the queue of the syst€ft:” and Q™** represent the
number of packets a flowis allowed to buffer.Qgﬁg" and Q" are the minimum and

maximum average buffer size§); is the number of packet currently buffered for flow
andQ., the average buffer size in the system.

To protect flow that use less than their fair share of bandwidli incoming packets
satisfying following condition are accepted:

(Qz S mzn) AND (Qavg < mam)

avg avg

The second type of flows, called heterogeneous robust floesharacterized by the
condition
(Qavg < Qavg < Quvg’) AND (Q; > Q™) AND (Q; > Q™)
In this normal case packets are dropped according to the garbability function as used
in RED. The dropping probability i&,, = Pavs __ \wherecount is the number of

1—count-Pgvg

packets since the last dropped packet &nd = prmaz Qavg=Qmin.

m Qmaz _Qmin '
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Non-adapting flows are detected by their excess usage ohiatc
(Qi > Q") OR ((Qi=Q"™) AND (flag:))

In this last equatiorylag; is set totrue, once(Q* > Q%) is valid. After this flag;
remains true until flowi is showing well behavior for a period of time. Flows with long
queues are penalized. Different to RED the counter for tleeame queue lengi*9 is
updated not only each time a packet arrives but also eachetipaeket leaves the system.
A classification according to Chapter 1.2 of FRED is preskitielable 2.7.

| AQM classification | Fair Random Early Detection
Goal of algorithm Make RED fair.
Solution approach Heuristic
Congestion detection Qavg < Qg
Fair bandwidth alloc. Yes, P, is proportional to bandwidth utilization per flow.
Malicious-aware No.

Target quality interval | Static target interv Z}JZL, g ] for Qaug-
Required state O(|F|), whereF is the set of flows.

# of predef. params. 5

What has effect oPy,op | Qi Qavg, @, Qi , P,

Special characteristic | RED combined with per-flow state.

Table 2.7: FRED in context of AQM classification

2.8 RED-PD: Random Early Detection with Preferential
Dropping

In [MFWO01] Mahajan, Floyd and Whetherall introduce a Prefgial Dropping Mech-
anism for RED. They suggest to maintain a dropping histony identify by this flows
that utilize bandwidth in large amount. Packets correspantb flows identified by the
dropping history are preferred at dropping. For the othevsgloormal RED should be
applied.

RED-PD is only active if there is not enough bandwidth to jmewsufficient service
to all flows. In the case of congestion flows that use more ob#relwidth than their fair
share should be cut back in service taaget bandwidth by packet dropping. The authors
assume that the behavior of flows can be predicted by lookirtgedr prior behavior.
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Therefore monitoring flows can detect high-bandwidth comsion and it is fair to cut
corresponding flows back.

Upon arrival of a packet it is checked whether its flow is alsedetected as exceeding
its fair share. If so, the packet is dropped with a flow-spegifobability. If the flow is not
suspected of being consuming too much service, it is dropjitica probability according
to normal RED. In the case that the packet is really droppeel,flow is checked by
inspecting the drop history, whether it should be monitarad degraded or not. It has
to be noted that the drop history only contains packets dgrdpyth normal RED and not
those packets that are preferred for dropping, due to bemgtored.

RED-PD uses several lists containing the drop history oeoutive intervals of time.
Let D1 be the target delay of a reference flawthe steady-state packet drop ratg,is
the number of history lists anfl the number of hits necessary to identify a flow as high-
bandwidth utilizing. Each list has a Iengthgf . \/%. A flow is identified as using too
much bandwidth, when it has losses in at ldgsbut of H, lists. Flows are monitored un-
til they decrease their bandwidth consumption below a tulelsof f (D7, P) ~ T\/%
Iteratively the dropping probabilities are adapted to supthe convergence of utilization
to this threshold. The probability of dropping increasedlimwvs that use too much band-
width and are not cooperate. However, dropping probabiliyer reaches as false pos-
itives may exist. Concludingly the probabilit,,,,,.on,; for dropping of an unmonitored
flow j is halved each round and released after falling below aiodtteesholdp,,,;,. The

dropping probabilityP,,,,,, ; of a monitored flow is increased by =

dropcount;
dropcountauvg

The solution presented by the authors provides relativ@das among monitored
flows while avoiding starvation of monitored flows. Unmomn@d flows are protected
from the excessive usage of bandwidth by the monitored fléwdassification according
to Chapter 1.2 of RED-PD is presented in Table 2.8.

2.9 CHOKe: Choose and Keep Packets from Responsive Flows
Choose and Kill Packets from Unresponsive Flows

CHOKe has been proposed in the year 2000 by Pan, PrabhakBsauodis [PPP00]. The
authors aim two main goals for the design of CHOKe:

e CHOKe shall be applicable on high-speed routers, theréafdras to be memory-
less to avoid additional state.

e Min-max fairness should be provided, by dropping packeftoofs, that utilize the
bandwidth much more, at a higher rate.
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AQM classification

Random Early Detection with Preferential Dropping \

Goal of algorithm

Fair RED and malicious flow detection: cut back to target badth.

Solution approach

Heuristic

Congestion detection

Based o). -

Fair bandwidth alloc.

Yes, P, is proportional to bandwidth utilization per flow.

Malicious-aware

Yes.

Target quality interval

Adapt per-flow buffer ta)) ., and toDr, a target delay.

Required state

O(H;), whereH, is the drop history flows.

# of predef. params.

5

What has effect oy,

Q;, H;, average and per-flow drop count.

Special characteristic

Like SRED but history contains dropped packets.

Table 2.8: RED-PD in context of AQM classification

Like the previous strategies to, CHOKe is an extension to RE@Duses the same pa-
rameters like RED to describe its algorith;,,;,, and Q... define the threshold bound-
aries of the queue size. The average queue siZg.ig W, is the queue weight an@..,,.-
the current queue size. CHOKe is only active if there is cetige (Qqvg > Qmin ). The
main idea of CHOKe is to compare an arriving packet withrandom packets in the
queue. All packets having the same flow identifier like thévang packet are dropped.
If they do not belong to the same flow, CHOKe checks whethentagimum utilization
is reached Quvg > Qmaz )- If the maximum utilization is reached, the new packet is
dropped. Otherwise the packet is enqueued with a probabfliP, that is related t@) .,
similar to the drop rate in RED.

The parametem, deciding the number of packets with which the incoming pack
compare, has effect on the detection quality. The authaggesi to partition the queue
space betweel),,;, and Q... in smaller intervalsRk; and increasen proportional to
the average queue lengtht = 2 - i for Qug € R;. In Figure 2.3 we show the main

principle of CHOKe.

CHOK:e is fairer than RED, as it drops packets from flows, ths the bandwidth
more intensive, at a higher rate. However, CHOKe does notigigamin-max fairness,
that means, it may be, that a flow is receives more serviceeadst of another flow, that
has already less service. A classification according to @hdp2 of CHOKe is presented

in Table 2.9.
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A) Compare with random packet
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B) Drop both packets if they belong to same flow

Figure 2.3: This figure shows the main principle of CHOKe: Upon arrivalaofiew
packet, it is compared with one packet randomly picked froenqueue. If both flow-
affiliations match, the two packets are dropped.
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| AQM classification | Choose and Keep Packets from Responsive Flows |
Goal of algorithm Stateless, fair, RED-based algorithm
Solution approach Heuristic
Congestion detection Based o) current-
Fair bandwidth alloc. Yes, P, is proportional to bandwidth utilization per flow.
Malicious-aware No.
Target quality interval | High packet entropy, fair share for all flows.
Required state O(1), algorithm works on current queue.
# of predef. params. 5
What has effect o, | Qavg, Packets in the queue.
Special characteristic | Drops packets at the end and in the middle of the quele.

Table 2.9: CHOKE in context of AQM classification

2.10 E-RED: Exponential Random Early Detection

In order to improve RED’s stability Liu, Basar and Srikanbposed in [LBS05] an exten-
sion to RED: Exponential RED. The solution implements a piiaual algorithm, known
from optimization theory, in order to compute optimal drojgpparameters for RED.

The mathematical model uses similarly to RED the followiggmeters(),,;, and
Qmaz define the threshold boundaries of the queue size. The averaie size i€) 4,4,
C is the link capacity of the systend). the current queue size angf’" denotes the
minimum dropping probability fo€). being greater thaf, ;...

The dropping (or marking) probability of arriving packess i

0 Zf 0 S Qc S Qmin
o min QC(QC7Q77L’L'7L) .
Pm— Pm - e C Zf Qmm<Qc<Qmax
1 Z.f Qmaa: S Qc

This means, that in contrast to RED the drop probability geasing exponentially
and not straight proportional. As a result the virtual quiareth in E-RED oscillates
around its equilibrium very slightly. Due to this E-RED is recstable and predictable
than RED. A classification according to Chapter 1.2 of E-REPresented in Table 2.10.
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AQM classification Exponential Random Early Detection \

Goal of algorithm Improved stability (at the cost of support for bursty traffic
Solution approach Optimization theory

Congestion detection Based orQ cyrrent-

Fair bandwidth alloc. Yes, P, is related to bandwidth utilization per flow.
Malicious-aware Yes, exponential dropping.

Target quality interval Variance ofQ)...,ren: Should converge againgt

Required state O(1), the average queue length,, .

# of predef. params. 3

What has effect 0,0, | Qc, Quvg aNd P,

Special characteristic | Exponentially increasing dropping probability.

Table 2.10: E-RED in context of AQM classification

2.11 AVQ: Adaptive Virtual Queue

An Adaptive Virtual Queue Algorithm (AVQ) [KS04] was proped by Kunniyur and
Srikant to achieve the stability of the queue length. Av@drio keep the queue length
constantly small in order to reduce the end-to-end delagmepced by users. The ap-
proach is to maintain a virtual queue with capacity smalentthat of the real queue.
On packet arrival the size of the virtual queue is increasatlifait is full the packet is
dropped. On packet departure the size of the virtual quedeciemented. The maximum
size of the virtual queue is adapted as follow,., = a - (v - Qeurrent — A) Wherey

is the arrival rate at the linky the smoothing parameter andhe desired utilization of
the link. Note, that the virtual queue can be implemented simngle counter storing its
actual size together with its current maximum value. In FégR.4 we present the main
principle of AVQ.

AVQ requires no probability to be computed and regulatesitikeutilization by pro-
viding early feedback to the flow sources. The main motivai®to achieve robustness
in the presence of very short flows, to keep the real queuel $amal so the end-to-end
delay) and to achieve the stability of the queue. Unlike irDREe fluctuations of the
current queue length are small. By keeping the delay andepdoks small while the
utilization of the link is high AVQ tries to maximize the surfitility functions of single
users. A classification according to Chapter 1.2 of AVQ ispnged in Table 2.11.
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Figure 2.4: This

virtual queue length

figure shows the main principle of AQM. The size of a \@ftqueue

is dynamically adapted to provide tighter performance loisun

AQM classification

| Adaptive Virtual Queue

Goal of algorithm

Robustness, stability and delay bounds. (Regulate theegsiea).

Solution approach

Deterministic

Congestion detection Congestion ifQ cyrrent = V Qmaz-

Fair bandwidth alloc

. No.

Malicious-aware

No.

Target quality interval Qcurrent < VQumaz and desired link utilizatiorh.

Required state

O(1), the average virtual queue lengthQ,,q. -

# of predef. params.

3

What has effect o, | Only Q¢ and the three static predefined parameters.

Special characteristi

c | No probabilities are computed, deterministic capacity.

Table 2.11: AVQ in context of AQM classification

2.12 Pl Proportional Integral (Controller)

In [HMTGOO] Hollot et. al. apply the control theory to designcontroller which can
regulate the queue length and keep the queuing delay smiadirely some limitations
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of RED, namely coupling of queue length and loss probabitityether with the slow
response to load changes. The approach uses the currestsjmeas feedback input for
the current link utilization and design an appropriate Bripnal Integral (PI) controller.

To simplify the implementation of Pl controller the intebexpression is linearized
and results in marking probability in time-periodbeing computed as

Pi=a-AQ(t)—b-AQ(t—1)+ P(t—1)

where AQ(t) = Qeurr(t) — Qtargets Qrarger 1S the target queue size andb are coeffi-
cients. In their experiments the authorsget 1.822 - 10~° andb = 1.816 - 107°. If the
queue size is near to the target queue size and the queudaimes marginally between
samples then the system in thteady state, i.e the queue length is close to the target.

Open issues of this approach are that the loss rate may beassagy high for bursty
traffic and its fairness. A classification according to Ckafit2 of Pl is presented in Table
2.12.

| AQM classification | Proportional Integral (Controller) \
Goal of algorithm Regulate the queue length to keep the delay small.
Solution approach Control theory
Congestion detection | Changes in the queue size.
Fair bandwidth alloc. No.
Malicious-aware No.
Target quality interval | Qqurget, Static target queue size.
Required state O(1).
# of predef. params. 2
What has effect o, | Q¢, Qi—1 Pi—1
Special characteristic | Linearized probability calculation.

Table 2.12: Pl in context of AQM classification

2.13 PIP: Proportional Integral Controller with Position F eed-
back Compensation

Heying et al. extended the Proportional Integral Control#éh position feedback com-
pensation in [HBWO3] in order to improve the robustness asponsiveness. In PIP the
marking probability depends not only on the changes in threeati queue size and the
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target queue size but also on tinend of the queue size. Again the control theory is used
to derive the formula which results in following marking pedility for the k-th packet:

P(k) = P(k - 1) + %(chrr(k) - QO) + (% - Kh)(chrr(k) - chrr(k - 1))

The probability is computed from three components: theiptesvdrop probability, the
weighted deviation from the reference queue length and gighted drift trend. The drift
trend is computed as the difference of the current and thequequeue size. Appropriate
values for the parameters;,, - andT are computed based on the upper RTT bound, lower
bound for the number of TCP sections and link capacity.

The authors argue that PIP can eliminate the PI's inaccuaaclyits sensitivity to
the changes in system parameters like load level and pripagielay. So PIP tries to
minimize the queue length oscillations under varying nekvomnditions. A classification
according to Chapter 1.2 of PIP is presented in Table 2.13.

\ AQM classification \ Proportional Integral Controller with Position Feedbaaimbensatiod
Goal of algorithm Minimize PI's queue length variance.
Solution approach Control theory.

Congestion detection | Changes in the queue size.

Fair bandwidth alloc. No.

Malicious-aware No.

Target quality interval | Qarges, Static target queue size.

Required state O(1).

# of predef. params. 4

What has effect o,..,, | Q¢, Qi—1 Pi—1

Special characteristic | Like PI but faster response to load changes.

Table 2.13: PIP in context of AQM classification

2.14 REM: Random Exponential Marking

In [ALLYO01] Athuraliya et al. suggested to decouple the cestipn measure from the
performance measure. The congestion measure should eaptbs demand for band-
width and the number of active users, while the performaneasure should be adjusted
around its target value to keep the packet loss and delay.smal

The performance is measured in queue length and loss. Tlgesiion measure,
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calledprice, is a weighted sum of the rate mismatch and queue mismatchsavalue is
updated periodically. So the price depends on the numbettiveausers and the current
bandwidth consumption. If the price is low the user will inase their send rate and reduce
it if the price is high. The authors state that in equilibritine mismatches are close to
zero, the link utilization is high, while the loss and delag amall. The price is computed
as follows (with the rate mismatch approximated from theuguength changes):

Cpm’ce(t) = ’I’)’L(IZL'{O, P(t - 1) + V(chrv"(t) - (1 - a)chrr(t - 1) - aQref)}

where o and v are small constants.Q..,-(t) — Qrcs is the queue mismatch while
Qcurr(t) — Qeurr(t — 1) is the approximation of the rate mismatch.

The marking probability for the price P is computed a%; (t) = 1 — ¢~ Crrice(®)
whereg is a constant bigger than

A further feature of REM is that due to the exponential drogpprobability the end
users can observe the total price of the flow's path. The tatking probability for
a path isPy = 1 — ¢~ 2t 2 and for small marking probabilities on each router
Piotar = (l09¢)EzLPl(t)

Note, that the price used by REM equals to the PI's markingpqundity if we set the
coefficients appropriately. A classification according ta@ter 1.2 of REM is presented
in Table 2.14.

| AQM classification | Random Exponential Marking
Goal of algorithm Decouple congestion measure and performance.
Solution approach Optimization
Congestion detection Bandwidth consumption and number of active users.
Fair bandwidth alloc. Yes.
Malicious-aware Yes. Dropping probability increases exponentially,
Target quality interval | Static target performana@,.. s
Required state O(1).
# of predef. params. 3
What has effect oy, | Qcurrent @nd # of active users
Special characteristic | User can observe the price for whole path

Table 2.14: REM in context of AQM classification
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2.15 BLUE: BLUE Active Queue Management Algorithm

The BLUE algorithm [cFSKSO02] proposed by Feng et al. usekgidoss and eventually
occurring idle times of the output link as indicator of costien and tries to prevent high
loss rates and to reduce the queue length oscillations. Ee ithea is to increase the
marking probability upon each packet’s arrival eventdpyand to decrease it upon each
idle event byos if the time elapsed between two events is larger than a tien®g called
freeze-time. §; should be bigger thady, e.g. by factor of 10. Th&eeze-time parameter
should be randomized to avoid global synchronization.

An extension to BLUE called Stochastic Fair BLUE use Blooitelfs to identify non-
responsive flows with small space consumption. The approsebl levels with NV bins
on each level L independent hash functions map each flow identifiér lbins, one bin per
layer. Each arriving packet increases the size of its biraldavels. If a bin overflows the
dropping probability assigned toitis increased or de@éd#the bin becomes empty. The
dropping probability of a packet a minimum of dropping prbitiies of all its bin. A flow
with marking probability of one is considered to be non-mesive and its transmission
rate is limited. As flows share some bins there may be some-faisitives which in turn
can be alleviated by exchanging the hash functions peadic Setting proper values
for L and V is an open question. A classification according to Chap®iofiBLUE is
presented in Table 2.15.

| AQM classification | BLUE Active Queue Management Algorithm |
Goal of algorithm Low loss rates and low queue length oscillation.
Solution approach Heuristic
Congestion detection | Arrival rate of packets.
Fair bandwidth alloc. Yes.
Malicious-aware No.
Target quality interval | No, just minimize loss rate and queue size.
Required state O(L - N).
# of predef. params. 1
What has effect o, | Packet loss per flow and packet arrival rate
Special characteristic | Hash-bin based detection of greedy flows

Table 2.15: BLUE in context of AQM classification



2.16. COMPARATIVE PERFORMANCE RESULTS 25

2.16 Comparative Performance Results

2.16.1 AQM Schemes on the Internet

In [BRHG] Bitorika et al. compare several AQM schemes in tame evaluation setup.
As there are approximately 50 proposals of AQM schemes, uttoes selected a subset
of them. They selected 8 schemes (ARED, REM, CHOKe, PI, AVRED, GREEN and
LDC) due to the following methodology:

e the schemes can be deployed on the Internet incrementadly Work with the
currently deployed routers and end-user systems)

e no per flow state required
e applicable to best-effort IP networks

The analyzed approaches were designed based either onistibd ARED, CHOKe,
AVQ, GREEN and LDC), the control theory (Pl and DRED) or op#ation (REM).
Most of them use current queue length as congestion metti@ ohly exceptions are
GREEN which uses traffic load as metric and LDC which uses traffic load and queue
length. The schemes focus on optimization of different abiristics like overall network
performance (ARED, AVQ, GREEN, LDC), queue stability (RERM, DRED) or fairness
(CHOKe). The tested fairness was Jain’s fairness index twisiccomputed aéﬁ
wherez; it the share of the bandwidth for the flainandn is the total number of rows
The evaluation scenario comprises two topologies:

Dumpbell single link with one-way congestion
Reversebell reverse path traffic with multiple congested links

The different measurements used a mix of long-lived TCP flashort-lived TCP
flows and unresponsive UDP flows which send a constant bit rate

The evaluation results can be roughly summarized as showralite 2.16. The
authors observer that PI, DRED, ARED and REM perform veryilatmAVQ is good
in bandwidth utilization and keeping queue length smalllevidHOKe provides better
fairness but lower utilization than AVQ. LDC is too aggressin dropping packets and
GREEN performs very similar to Drop Tall.

2.16.2 AQM Schemes and Web Performance

Le et al. analyzed in [LAJSO03] the impact of three AQM schelffdsREM and ARED)
on Web Performance with and without ECN. In their evaluasetup only Web-like TCP
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AQM scheme| Queue Length Stability Jain’s Fairness Index Performance
ARED + ~ 0.25 ++

REM 0 ~ 0.25 +
CHOKe 0 ~ 0.35 ++

Pl + ~ 0.25 +

AVQ ++ ~ 0.15 +++
DRED ++ ~ 0.25 +
GREEN -- ~ 0.25 --

LDC 0 ~ 0.25 0

Table 2.16: Comparison of AQM schemes

flows were generated and the links were loaded with 80%, 9@%, @nd 105%. In this
setup and special implementations of these AQM schemeaithera observed:

e At 80% load all three AQM schemes provide no performance gain
e ARED performs similar to Drop Tall

e With ECN enabled Pl and REM perform better than Drop Tail &90ad and
more

e At 90% load PI performs better than Drop Tail
e At 98% and 105% load Pl and REM are slightly better than Drdparad ARED

It has to be mentioned that the result of the evaluation pteden [BRHG] are some-
how limited as AQM was designed to alleviate performancengucongestion and so
AQM schemes should not be expected to improve the perforenéim@ link load of less
than 100%. Actually, it should be tested for scenarios whezdoad is at least temporar-
ily significantly bigger than 100%.



Chapter 3

Classification of Selected Active
Queue Management Mechanisms

3.1 Classification according to the goal of the solution

In Table 3.1 we present the goals of the surveyed AQM mechemni3 he motivation for
proposing a new AQM solution is considered important, asatas the main contribution.
However, the goals are very diverse so a classification iwafasses is not feasible.

3.2 Classification according to the chosen approach

We identified one main class of approaches and several apy@®eehat are use rarely. In
Table 3.2 we give a classification of the surveyed AQM medmasiaccording to the used
approach. Heuristic approaches dominate the list, thegliffeeent models to determine a
dropping/marking probability for incoming packets. Apaobies based on control theory
or optimization theory are rare, they try to adapt the patarser to find optimal dropping
probabilities.

3.3 Classification according to type of congestion detectio

Table 3.3 lists the methods used in the various surveyed A@ghamisms to detect con-
gestion. Most of the presented solutions monitor the acjualie length to determine
whether congestion exist or not. Another large group oftgmig use an estimation of the
average queue length in order to control the influence otibess. Some rare approaches
consider only the changes in the queue length or take onlgrtinal rate of packet into
account.

27
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AQM classification]|

Goal of algorithm

ECN Report congestion

DT Solve congestion problem

RED Provide performance guarantees (delay, throughput)
ATM-RED RED optimized for cell-based architecture in ATM networks
ARED Adaptive trade-off between link utilization and delay

SRED Like RED: provide performance guarantees (delay, throughp
FRED Make RED fair

RED-PD Fair RED and malicious flow detection: cut back to target badth
CHOKe Stateless, fair, RED-based algorithm

E-RED Improved stability (at the cost of support for bursty traffic
AVQ Robustness, stability and delay bounds. (Regulate theegsize)
Pl Regulate the queue length to keep the delay small

PIP Minimize PI's queue length variance

REM Decouple congestion measure and performance

BLUE Low loss rates and low queue length oscillation

Table 3.1: Comparing the goal of selected AQM algorithms

3.4 Classification according to fairness of the solution

The classification of the surveyed AQM mechanisms with resstaetheir fairness is pre-
sented in Table 3.4. There exist only two cases: Either thaisos provide fairness or
not. An exception to this is ATM-RED, which proposes varigtiategies to drop cells.
Depending on the chosen strategy ATM-RED is fair or not.

3.5 Classification according to malicious-awareness

AQM mechanisms that are fair, can be malicious-aware as Wethis case they punish
misbehaving flow to compensate for service that has beemditdraud. Only few AQM

solutions are malicious-aware. An overview on this claszifon can be found in Table
3.5.
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| AQM classification| Solution approach |

ECN Not discussed
DT Deterministic
RED Heuristic
ATM-RED Heuristic
ARED Heuristic
SRED Heuristic
FRED Heuristic
RED-PD Heuristic
CHOKe Heuristic
E-RED Optimization theory
AVQ Deterministic
Pl Control theory
PIP Control theory
REM Optimization
BLUE Heuristic

Table 3.2: Comparing the solution approach of selected AQM algorithms

3.6 Classification according to the target quality of the saltion

In Table 3.6 we present the results of our investigation enténget quality in the sur-

veyed AQM mechanisms. Most of the solutions aim to keep tleaiglength in an target

interval, or near a target value. With near-constant quength, delay and throughput are
predictable. Target values define a trade-off between theseerformance goals. How-

ever some rare mechanism aim at a high diversity of the flow lbeeship of the packets

in the queue.

3.7 Classification according to state requirements

Most of the AQM mechanisms aim at a low state complexit®¢f). This is necessary for
the quick processing of packets in a router. In most casesidolanism maintains some
data structure to measure the average queue length andreopstulefined parameters.
However in a peer we have stronger computational componsmthat solution needing
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AQM classification\ Congestion detection

ECN Not discussed

DT chrrent > Qma:v

RED Qavg, Weighted average with burst-awareness
ATM-RED Qavg, Weighted average with burst-awareness
ARED Qavg, Weighted average with burst-awareness
SRED Qcurrent @nd diversity of entries in theombie list
FRED Quvg < Qi

RED-PD Based o).

CHOKe Based or) current

E-RED Based or cyrrent

AVQ CongeStion i@current > VQmax

Pl Changes in the queue size

PIP Changes in the queue size

REM Bandwidth consumption and number of active users
BLUE Arrival rate of packets

Table 3.3: Comparing the congestion detection mechanism of selec@¥l Algo-
rithms

more state are feasible as well. In Table 3.7 we present a adsop of the surveyed
AQM mechanisms with respect to their state needed to be aia@t.

3.8 Classification according to the number of predefined pa-
rameters

The number of predefined parameters give details on the exitypbf the solution. Every
parameter can be optimized for a specific behavior of thetisoluTable 3.8 shows that
the number of parameters used vary from 1 to 5.
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| AQM classification| Fairness

ECN No, all flows are treated equal.

DT No, all flows are treated equal.

RED No, all flows have same dropping probability.
ATM-RED Depends on strategy, ranging from unfair to fair.

ARED No

SRED Yes, dropping probability is proportional to bandwidth shper flow.
FRED Yes, P,, is proportional to bandwidth utilization per flow.
RED-PD Yes, P, is proportional to bandwidth utilization per flow.
CHOKe Yes, P,, is proportional to bandwidth utilization per flow.
E-RED Yes, P,, is related to bandwidth utilization per flow.
AVQ No.

PI No.

PIP No.

REM Yes.

BLUE Yes.

Table 3.4: Comparing the fairness of selected AQM algorithms

3.9 Classification according to effects on the dropping proé-
bility

Table 3.9 show the parameters of the system that effect thmpuirg probability in each
surveyed AQM mechanism. This comparison is useful to eséirttee behavior of the
system. All AQM solutions take the current queue length (oragerage) into account
to measure whether congestion exists, in addition to thisrgbarameters have in some
cases effect on the decision which packet to drop.

3.10 Classification according to special characteristics

In Table 3.10 we present special characteristics of theeyens AQM mechanisms. We
do not introduce a strict classification on these specigbgntees, as they are unique for
the corresponding mechanism.
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AQM classification\ Malicious-awareness

ECN No, as not fair.

DT No, as not fair.

RED No, as not fair.

ATM-RED No, Py, increases linearly with bandwidth utilization.
ARED No, as not fair.

SRED No, as not fair.

FRED No.

RED-PD Yes.

CHOKe No.

E-RED Yes, exponential dropping probability.

AVQ No.

Pl No.

PIP No.

REM Yes. Dropping probability increases exponentially.
BLUE No.

Table 3.5: Comparing the malicious-awareness of selected AQM alyost
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| AQM classification]|

Target quality interval

ECN chrv"ent < Qma:v’ WhereQmax is static.

DT Qcurrent < Qmaz, WhereQ, ... is static.

RED Qmm < chrremt < Qma:py WhereQmin andea:p are static.
ATM-RED Depends on strategy, from no target to dynamic target.
ARED Static target interval); o, ges

SRED High entropy at incoming flows.

FRED Static target intervalQu", Qe”] for Qaug-

RED-PD Adapt per-flow buffer tal) ., and toDr, a target delay.
CHOKe High packet entropy, fair share for all flows.

E-RED Variance ofQ..,rnt Should converge againgt

AVQ Qcurrent < VQmaz and desired link utilization.

Pl Qtarget, Static target queue size.

PIP Qtarget, Static target queue size.

REM Static target performana@,.. s

BLUE No, just minimize loss rate and queue size.

Table 3.6: Comparing the target quality of selected AQM algorithms
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AQM classification]|

Required state

ECN Non, just report on detection.

DT Non, just drop new packets on congestion.
RED O(1), maintaining@ 4.4, but no history.
ATM-RED Ranges fromO(1) to O(number of flows).
ARED O(1)

SRED O(M), whereM is the static number of entries in tiembie list
FRED O(|F|), whereF is the set of flows.

RED-PD O(H;), whereH; is the drop history flows.
CHOKe O(1), algorithm works on current queue.
E-RED O(1), the average queue length,, .

AVQ O(1), the average virtual queue lengtfQ),,q. -
Pl O(1).

PIP O(1).

REM O(1).

BLUE O(L - N).

Table 3.7: Comparing the required state of selected AQM algorithms
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| AQM classification| Number of predefined parametets.
ECN

DT

RED
ATM-RED
ARED
SRED
FRED
RED-PD
CHOKe
E-RED
AVQ

Pl

PIP

REM
BLUE

RINWNWWOaooaww bR

Table 3.8: Comparing the number of predefined parameters of selectéd AQo-
rithms



| AQM classification| What has effect o,
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ECN chr?"enty Qmar

DT chr?"enty Qmar

RED chr?"enty Qmin’ Qma:m PnTax’ Wq-

ATM-RED chm"enty Qmin’ Qma:m Pnrg,ax’ Wq-

ARED chrrentv Qmin- Qmaxv a5, ﬂi- Qtarget- P;;fLL(l.’L'

SRED Qcurrent, Pr®®, M, Number of hits in theombie list.
FRED Qi Quvg, Qi Q| pyias.

RED-PD Q;, H;, average and per-flow drop count.

CHOKe Qavg, Packets in the queue.

E-RED Qe Qavg and P,

AVQ Only Q¢ and the three static predefined parameters
Pl Qt, Qi—1 P

PIP Qt, Qi—1 P

REM Qcurrent and # of active users

BLUE Packet loss per flow and packet arrival rate

Table 3.9: Comparing the effects oRy,-., Of selected AQM algorithms
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AQM classification]|

Special characteristic \

ECN Dropping is avoided if possible.

DT Most intuitive strategy to cope with congestion.

RED Reference AQM algorithm. Burst-awareness adjustable.
ATM-RED Takes the characteristics of ATM networks into account.
ARED AdaptQy.,4e: 1o meet delay and throughput requiremernts.
SRED Considers the bandwidth share of the flows.

FRED RED combined with per-flow state.

RED-PD Like SRED but history contains dropped packets.
CHOKe Drops packets at the end and in the middle of the queue.
E-RED Exponentially increasing dropping probability.

AVQ No probabilities are computed, deterministic capacity.

Pl Linearized probability calculation.

PIP Like PI but faster response to load changes.

REM User can observe the price for whole path.

BLUE Hash-bin based detection of greedy flows.

Table 3.10: Comparing the special characteristic of selected AQM dlgms

37
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Chapter 4

Conclusion

Peer-to-peer systems are emerging and popular networksscHfability of the system is
limited by the available bandwidth in the system. The areasirictions for devices of
any type not to participate in peer-to-peer networks. Salibersity in the availability of
resources in the network is large. However, we focused sidbcument on the limited
bandwidth in the system. Nowadays ADSL connections doraitia connection of end
users to the Intern&t ADSL connections provide different up-link and down-lin&nd-
width. User devices can download faster, than they can dpldasystem which relies
on tight interaction of the end-user devices, like it is ilrPP¥stem, can cause congestion
on the end-user device. More packets may be downloaded tessdhan replies can
be transmitted. This may lead to congestion in peers andetadiave to be dropped.
In the case that the network is to be used for loss-criticalS]adropping of packets is
unacceptable.

In order to provide guaranteed service for loss-criticalvieven in congested net-
works, peer-to-peer systems have to adopt Active Queue ¢damant mechanisms. AQM
solutions decide in which cases incoming packets have todmpdd/marked to give the
source of the corresponding flow feedback on the congedtiorthermore, AQM mech-
anisms control the amount of bandwidth share a flow is alloiwdthve in the system.

In this document we presented a survey on popular Active @ Management mech-
anisms discussed in the literature. Furthermore we ardliizam and derived a set of
classification points. In the survey and concludingly in fitea 3 we present a taxon-
omy on the surveyed AQM mechanisms. From this taxonomy aedterview on AQM
solutions we can derive requirements for solutions for R&®esns. First of all, packet
priorities have to be introduced in the systems, so that floavs be classified as loss-
critical or loss-tolerant. Another point is, that flows infP&ystems need to be identified,

1See http://en.wikipedia.org/wiki/DSL_around_the_wlor!
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which is challenging, as there is no constant traffic flow 2P overlay between source
and destination peers.

Once this is achieved several fair AQM mechanisms can beeapph P2P systems
to provide guarantees on minimal loss. We identified fasnasing important for P2P
networks, as load balancing in the system is desired. Addélly having a target inter-
val for the system performance, measured by the lenght ofuleeie, enables enhanced
planing of the system’s behavior. The amount of state a pegtdimaintain has minor
importance, as usually powerful peers participate in P2Rar&s. Still for the case that
less capable peers are participating, the amount of refjmesmory is to be considered.

We concluded in this document that the oldest strategiep Dail and Explicit Con-
gestion Notification are least complex but do not providedasireable features, they just
solve the problem efficiently. The family of Random Early 8&ton mechanisms intro-
duce fairness with binding the dropping probability of a flmats bandwidth utilization.
The RED based strategies are heurisitics aiming to proidioas the same share of
bandwidth, hindering misbehaving flows to utilize bandWwidh the costs of other flows.
Adaptive Virtual Queue aims to reach a tradeoff between #iaydtime of packets and
the throughput of the buffer. The Proportional Integraldzhsolutions introduce a novel
approach, they sense on the changes of the queue length ik mpuieue length itself,
aiming to avoid oscillations. Random Exponential Markitr@auces a pricing system to
motivate senders to urilize cheaper, rarer used flows. BL&HS bloom filters to combine
the dropping probabilities of several flows.

For P2P systems it is challenging to define flows. Once thisimegdcongestion is
easier to detect using characteristics of the queue, asritsnt or average length. Dy-
namic congestion detection strategies, as applied in PlaRtl BLUE are more complex
to realize and they may be inefficient. Fairness is essantialP2P system, as a single
peer shall not be able to stress the network on the costs ef pders. Here again most
of the RED based approaches, REM and BLUE qualify. The otligiMAnechanisms do
not bind the dropping probability to the link utilization afflow. Most of the solutions
define a fix value or an interval for the target queue lengthis hdesirable in context
of P2P systems, as one can control with this tool the load oh paer. However, some
approaches like ARED and CHOKe aim to increase the diveddifjows in the queue.
The effects of this on P2P networks are doubtable, evaluiineeded. In some overlays
this strategy may be contraproductive.

However, an optimal AQM mechanisms for several P2P scemhgs still to be found
and evaluated. This is part of our future work. In the futdme author of this document
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will implement AQM mechanisms in PeerfactSim.KGMHK +06]. Further evaluation
of the effects of AQM mechanisms on the behavior of P2P systamder high bandwidth
utilization will follow.

2http://www.peerfactsim.com
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