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I. INTRODUCTION

Location-based services have become increasingly popular
in the recent years due to the vast deployment of position-
aware devices such as smartphones and tablet PCs and the
ubiquitous availability of fast Internet connectivity. Existing
location-based services are realized as cloud services, which
cause considerably high costs. Furthermore, they are not
location-aware leading to unnecessary long transmission paths
between the users and the cloud infrastructure. The concept of
Peer-to-Peer has proven to be a valid alternative for realizing
the functionality of location-based services, which resulted in
a plethora of approaches for location-based search [1], [4], [5].
Existing concepts, however, suffer from two major drawbacks:
(i) they are not robust against high peer churn and (ii) they do
not allow for the persistent storage of location-based data. To
this end, in this demo we present the prototype of the overlay
Geodemlia [3], which allows for both: the persistent storage
of location-based information as well as the reliable search
even under high churn rates. Location-based information in
Geodemlia is stored in a location-aware way, reducing the
length of the transmission path for store and search operations.

II. GEODEMLIA

During the design of Geodemlia the following assumptions
have been made: (i) the world is modeled as a sphere and each
peer is located at exactly one point lp on that sphere. (ii) Each
peer is able to determine its own location lp = (φ, ψ), with
longitude φ ∈ [−180◦, 180◦] and latitude ψ ∈ [−90◦, 90◦] us-
ing well known localization techniques such as WiFi footprints
or GPS. (iii) For calculating the distance d(lp, lq) between
peers p and q on the sphere, the well known Haversine
formula [6] is used. (iv) For the underlay we assume that all
peers are interconnected via a TCP/IP network such that two
arbitrarily peers are able to communicate with each other as
long as they know each others IP address and port. (v) All
location-based data object o generated by peers are bound to
a fixed location lo and are tagged with a set of search terms s.
(vi) Peers in the system execute area search queries that have
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Figure 1. Routing table structure of a Geodemlia peer.

a circular shape and are parameterized by a central point ls
and a radius r. (vii) Finally, all peers and data objects in the
system are identified by a unique identifier i ∈ [0, 2160−1].

The idea behind Geodemlia is that location-based data ob-
jects are stored on the k geographically closest peers surround-
ing that object. To determine the set of the k closest peers for a
given location-based data object, peers maintain a routing table
with a structure as shown in Figure 1. The table is organized in
direction segments j based on the bearing angle θ, which are
further divided into exponentially increasing distance buckets
Kj

i . Based on the above assumptions, Geodemlia provides the
following functional primitives:

(i) FIND_NODES(ls, k, b) allows to search for the k closest
peers for a given search location ls by using an iterative routing
scheme. Therefore, a requesting peer queries its routing table
for the k closest contacts and sends out α parallel search
requests. Peers receiving the request also query their routing
table and reply with the k contacts closest to the given query
location ls. The requesting peer p then merges each received
contact c into a list, which is sorted by the distance d(lc, ls)
to the search location ls. Afterwards, it checks, whether the
top k contacts in the list have changed since the last iteration
and whether all k node have already been queried. If a node
has not been queried yet, peer p sends another search request.
The procedure continues until the set of k closest nodes has
converged with all k nodes being queried. To avoid receiving
already known contacts twice, the requesting peer attaches a
Bloom filter b to all its requests, which is computed based on
the IDs of already received contacts.

(ii) STORE(o, lo) allows to store a given location-based
data object o with location lo persistently into the overlay.



Therefore, FIND_NODES(ls, k, b) determines the set of k
closest nodes, which then store the data object o.

(iii) AREA_SEARCH(ls, r, s, b) allows to search for all
stored data objects o that match the search term s and are lo-
cated within the search area specified by the location ls and the
radius r. The method works similar to FIND_NODES(ls, k, b),
but in contrast, receiving nodes do not only return contacts
close to the search location, but also check their internal
storage for stored objects that match the search criteria. Fur-
thermore, the querying node sends out requests to all contacts
in his sorted list that fall into or are close to the search area.

III. ARCHITECTURE

The architecture of Geodemlia is organized in modules as
shown in Figure 2. Geodemlia is implemented in the discrete
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Figure 2. Architecture of Geodemlia.

event-based overlay network simulator PeerfactSim.KOM [7].
The simulator comes with a network abstraction layer, which
allows for the execution of Geodemlia in a simulation mode
using a network model as well as in a prototype mode over
a real network executing the same source code of Geodem-
lia. This increases the comparability of results obtained in
simulations and testbed experiments. The functionality of the
overlay is realized by a set of components. This comprises
components for the (i) routing table, (ii) topology mainte-
nance, (iii) message routing, (iv) replication, and (v) storage.
Finally, Geodemlia includes a component for the fast up- and
downloading of larger multimedia files in BitTorrent-like way
termed GeoSwarm [2]. The overlay provides the interface
for storing and searching of location-based information as
explained in Section II. The interface is currently used by two
different workload models: (i) a Twitter-like workload model,
which was presented in [3] comprising data of 220.000 Twitter
users, and (ii) a random workload model, which generates
random store and search requests.

Figure 3. Screenshot of the Geodemlia visualization.

IV. DEMONSTRATION SCENARIO

Figure 3 shows a screenshot of the Geodemlia demo running
in simulation mode. The distribution of peers and published
location-based data items is visualized using OpenStreet-Map
data. The dashed lines visualize messages exchanged between
peers. The goal of this demo is to demonstrate Geodemlia’s
reliable search and persistent storage under various levels
of churn. Therefore, the GUI allows for the adjustment of
the churn level during the simulation. Peers either join and
leave the overlay automatically based on a predefined scenario
description or can be added and remove to the simulation
manually by hand. Store and search requests are generated
automatically using a workload generator, which is based on
traces of Twitter [3]. In addition, the user can manually insert
store and search requests via the GUI. To ease the analysis
of the behavior of the overlay, the GUI offers various options
to further customize the visualization of the overlay and to
plot system-wide metrics as well as the performance and cost
observed by single peers.
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