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ABSTRACT 

In our globalized world, small- and medium-sized enterprises in the manufacturing domain face a highly 
competitive environment. They are subject to various challenges, such as very short product life cycles and a strong 
price competition with companies from low-cost countries. To remain competitive in such an environment, new 
forms of collaborations, like Virtual Manufacturing Enterprises, are required. An essential part of virtual 
organisations is data provisioning. Thereby, data from various sources like factories’ ERP systems or data 
provided by sensors need to be processed and stored. In this context, data storage is a crucial architectural element 
that influences both functional aspects and competitive aspects, especially costs, of Virtual Manufacturing 
Enterprises. For realizing Virtual Manufacturing Enterprises with low up-front investments, the application of new 
technologies, such as Cloud Computing, is required. For storage of information in databases, Database as a 
Service offers from the Cloud can be exploited. However, since there is a huge amount of providers acting on a 
non-transparent market, it is difficult to find appropriate “Database as a Service” offerings. To overcome this 
problem, we provide a criteria catalogue for the selection of providers and their services. Further, we show how 
different offers, which at the first glance look very similar, could cause very different expenses. With our work, we 
simplify the selection and evaluation of Cloud storage providers and provide an evaluation of current Cloud 
storage service offers. 

1. INTRODUCTION  

These days, Small and Medium Enterprises (SMEs) in the manufacturing domain face various challenges such as 
short product life cycles. Further, customers request a high degree of customization at low costs. To remain successful, 
companies need to find a way to cope with challenges effectively [9]. On the one hand, SMEs play an important role 
regarding economic growth, employment, and innovation. All over the world they contribute 54% to the GDP of the 
countries on average [3], [30]. On the other hand, SMEs do not have the financial strength like large companies to 
handle all the challenges individually. To remain competitive and fulfil customer expectations, SMEs need to focus on 
their core competencies, and thus have to collaborate with other companies. Hence, the success of an enterprise 
depends on the individual capability as well as efficient collaborations in well-defined value chains across enterprises 
[6]. To address the mentioned challenges, Agile Manufacturing (AM) is a popular concept. In this context, agility 
means the exploration of competitive bases through the use of reconfigurable resources in order to provide products 
and services regarding customer needs in a quickly changing environment [32]. Thereby, AM focuses on setting up 
whole organizations for production including different enterprises [16]. A basic building block to achieve AM is the 
concept of “Virtual Manufacturing Enterprise” (VME) [16], [32]. A VME is created by at least two companies [26] and 
is the enabling element for process sharing across organizational boundaries [7], [20]. The different companies within 
a VME share costs, skills, and competencies to produce goods which are beyond the capability of individual 
companies. Thus, VMEs may be equally powerful as big enterprises, but are still equipped with the ability of small 
enterprises to react quickly to changes of market circumstances [26]. 

An essential part of the VME infrastructure is Information and Communication Technology (ICT) [11]. Because of 
the fact that SMEs do not have the same financial power like large companies, an ICT infrastructure is required that can 
be established with reasonable costs. To achieve that, we suggest the use of Cloud Computing (CC). CC offers different 
advantages, such as cost reduction, charging in a pay-per-use manner [4], flexibility, and scalability [2]. With these 
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characteristics, the corresponding ICT infrastructure can grow or shrink according to the business needs. Further, CC 
offers the access to data independently from the location of the user [13]. Within an ICT architecture for VMEs, data 
storage plays an outstanding role, e.g., all monitoring data, product information and data from sensors need to be stored 
and provided. All possible types of storage services offered by Cloud providers are referred to as the common term 
Data Storage as a Service (DaaS) [31]. Database functionality, as a specific subset of DaaS, is referred to as Database 
as a Service (DBaaS) [19]. Among the various offers in the market, an appropriate choice is difficult because of the 
large amount of cloud service providers, a low market transparency, and tedious access to relevant information [27]. 
Thus, we provide a criteria catalogue to qualitatively evaluate DBaaS offers. As the application of the derived criteria 
catalogue, we provide a qualitative and quantitative evaluation of three popular offers from Amazon, Microsoft and 
Google.  

The paper proceeds as follows: In Section 2, we derive a criteria catalogue with essential functional and 
non-functional criteria, which puts SMEs in the position to select Cloud storage offers effectively under consideration 
of their specific needs. In Section 3, we apply the criteria catalogue to selected DBaaS offers from Amazon, Microsoft, 
and Google. Furthermore, we calculate the costs of these offers depending on different load profiles. We show that 
similar looking accounting models can cause extremely different costs. Related work is presented in Section 4. Finally, 
conclusions and an outlook on future work are provided in Section 5.  

2. DEVELOPMENT OF A CRITERIA CATALOGUE  

In this section, we identify key criteria in order to enable the comparison of different DBaaS offers. Based on a 
literature review we find, identify, and describe potential criteria for selecting appropriate offers. The references 
indicating the usage of such criteria are provided in Table 1. 

 
Table 1: References for Cloud Storage Selection Criteria 

 
Criteria Repschläger 

et al. [27] 
Hetzenecker 
et al. [14] 

Cryans et al. 
[8] 

Jatana et al. 
[17] 

Pricing Model X X   

Cost Transparency X X   

Data Model X  X  

Scheme   X  

Indexing    X 

Scalability X X X X 

Service Level Agreement  X   

Data Security and Compliance X X   

Encryption X X   

Performance X X  X 

 

To begin with, the pricing model describes how the cost for a cloud storage offer is calculated. That is, it represents 
the key parameters that determine the total usage cost. In order to be able to assess the cost arising from performing IT 
projects, a certain degree of cost transparency is indispensable. If an IT project is to be realized using the own data 
processing center, costs for servers, electricity, maintenance staff, network, and facilities have to be considered [5]. 
Referring to the Cloud, different parameters come into play, depending on the pricing model applied by a cloud storage 
provider. A high degree of cost transparency thereby enables solid decisions with respect to selecting a certain cloud 
storage offer for a concrete project. Further, a comparison of these costs with the cost of providing these IT resources 
in-house is enabled. For assessing the cost transparency of a cloud storage offering, mainly two factors are of 
importance. On the one hand, the complexity of the pricing model has to be considered. If, for instance, lots of 
parameters are required for determining the total cost, the complexity of the pricing model is rather high, resulting in a 
lower cost transparency degree. On the other hand, the predictability of the mentioned parameters plays a role.  

Another criterion which should be considered when a DBaaS offer has to be selected is the data model. In addition 
to the typical, relational architectures, further data models exist, commonly referred to using by the term “NoSQL” 
[28]. Obviously, different data models are differently appropriate for concrete tasks and problem instances, 



  

 
respectively. Thus, the applied data model should serve as a key criterion for the selection of a certain cloud storage 
offer. Depending on the concrete application scenario, different schemes with advantages as well as disadvantages need 
to be taken into account to distinguish cloud storage offerings from each other. Relational databases generally require 
exact definitions of data structures, while flexible schemes are allowed by NoSQL databases [10].  In order to speed up 
the access to datasets, indices are commonly used. Thereby, the access pattern of the application logic determines the 
selected indices. In this respect, it has to be noted that the creation and application of indices may be either limited or 
required by different cloud storage providers. Amazon’s DynamoDB* and Microsoft’s Azure Table Storage†, for 
instance, do not support user defined indices [1], [21]. This may require for the user to adapt an existing application 
logic. Therefore, indices should be considered as additional cloud storage selection criterion. 

Another criterion is given by the scalability of offered services. In this respect, we aim to assess the ability of a 
DBaaS offer to satisfy the need for fast scalability. In general, databases may be scaled in two ways, i.e., vertical vs. 
horizontal scaling. While vertical scaling is performed by enhancing the performance of the according database server, 
horizontal scaling refers to interconnecting several, different database servers [18]. The criterion of scalability thereby 
should indicate which type of scaling is supported in which way. In order to assess, whether a Cloud storage offer 
satisfies the requirements of an IT project, dedicated information regarding the offered performance are needed. This 
criterion aims at collecting and providing observations on the performance of different Cloud storage offerings in order 
to enable comparisons among them. In this context, evaluation data as well as benchmarks are commonly applied. With 
respect to the domain of databases, the benchmarks of TPC [29] are predominant for relational databases.  

Cloud providers might make use of Service Level Agreements (SLAs) in order to provide their customers with 
guarantees concerning different non-functional properties, such as availability or response time. As there is no 
dedicated, individual contract between a cloud user and the respective provider, the provisioning of such prescribed 
guarantees and may support the trustworthiness of a cloud provider form a customer’s perspective. With respect to data 
transmission and storage of data, legal regulations as well as company internal requirements exist and have to be 
adhered to. For instance, the German Data Protection Act‡ specifies and provides mentioned legal regulations. As data 
is handed over to the Cloud and thus, a third party, it has to be ensured that the respective cloud provider adheres to the 
according guidelines. For this, the criterion data security and compliance should indicate whether a cloud storage 
provider has undergone formal certification, indicating whether mentioned legal and company internal requirements 
are met. Whether encryption is used for transmitting and storing data and which encryption algorithm thereby is 
applied, may also be prescribed according to organizational or legal requirements. For instance, the German Data 
Protection Act requires taking “appropriate” actions for the protection of personal data. For this, the criterion 
encryption should indicate whether the data communication as well as the storage of data supports encryption. 

3. EVALUATION OF CLOUD STORAGE OFFERS 

In the following, we exemplarily apply the criteria that were deduced in Section 2 to three selected DBaaS services. 
We focus on DBaaS offers from three major providers in this context, namely Amazon DynamoDB, Google App 
Engine Datastore§, and Microsoft Windows Azure Table Storage. First, we provide a qualitative analysis of the DBaaS 
offers based on the criteria catalogue from Section 2. After that, we conduct a quantitative analysis of the selected 
DBaaS offers with a special focus on monetary costs associated with the offers for an example scenario, since monetary 
costs constitute one of the most relevant decision criteria in the very cost-sensitive manufacturing domain. Thus, we 
provide not only a guideline on how to employ our criteria catalogue in the selection process for a DBaaS provider, but 
also a comparison between the services offered by prominent providers that are currently active in this market. 

3.1 QUALITATIVE ANALYSIS 

In the following, we provide an exemplary analysis of Microsoft’s Windows Azure Table Storage service according 
to our criteria catalogue from the previous section. We conducted this analysis as well for the Amazon DynamoDB and 
the Google App Engine Datastore services. An overview of the results can be found in Table 2. However, as the 
quantitative analysis in Section 3.2 outlines, Microsoft’s service seems very promising from an economic point of view. 
In consequence, we present the details of its qualitative analysis in more depth here. With respect to this highly dynamic 
area and the fast changing offers of Cloud provides, it has to be noted that all used information and considered data have 

                                                           
* http://aws.amazon.com/de/dynamodb/ 
† http://msdn.microsoft.com/en-us/library/windowsazure/ee924681.aspx 
‡ http://dejure.org/gesetze/BDSG 
§ https://developers.google.com/appengine/docs/python/datastore/ 
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been collected in October 2012”Pricing Model: Pricing depends on three parameters, namely, the storage space used in 
a month, the number of memory transactions, and the outgoing data transfer. The basis for the storage space accounting 
is the average daily storage space allocation. Depending on the arranged level of redundancy, costs between US$ 0.093 
and 0.125 per month and GB accrue, with discounts for data volumes over 50 TB. Memory transactions cost US$ 0.01 
per 100,000 transactions. Further, the outgoing data transfer is charged with US$ 0.12 up to US$ 0.19 per month and 
GB depending on region [23].  

Cost Transparency: As the costs for the usage of the service depend on the three mentioned parameters of storage 
space, number of memory transactions, and outgoing data transfer, their respective predictability is the main indicator 
to estimate the cost transparency of the service. As the costs for data storage rise proportionally to the used data storage, 
this parameter can be predicted quite well. The number of memory transactions correlates to the number of queries and 
the query types with the number and size of returned datasets. Thus, this parameter is rather hard to estimate. The same 
holds true for the outgoing data transfer, which is also dependent on type and number of queries and hence rather 
difficult to estimate. 

Table 2: Qualitative Analysis of DBaaS Offerings 

 Amazon DynamoDB Microsoft Windows 
Azure Table Storage 

Google App Engine 
Datastore 

Pricing Model Storage Space, reserved 
Read/Write-throughput, 
Outgoing Data Transfer 

Storage Space, API calls,  
Outgoing Data Transfer 

Storage Space, 
I/O-Operations, Outgoing 
Data Transfer 

Cost Transparency + + - 

Data Model Key-Tuple Key-Tuple Key-Tuple 

Scheme No fixed Scheme, only 
Primary Key fixed 

No fixed Scheme, only 
Primary Key fixed 

No fixed Scheme, only 
Primary Key fixed 

Indexing Only Primary Key Only Primary Key Any 

Scalability Horizontal Horizontal Horizontal 

SLA No SLA provided 99.9% availability 99.95% availability 

Data Security and Compliance    

- Datacenter Locations in EU Ireland Ireland, Netherlands Confidential 

- EU Location for Datacenter 
selectable 

Yes Yes Yes (Surcharge) 

- Safe Harbor Support Yes Yes Yes 

- Applicable Law USA Ireland USA 

- Data Owner User User User 

- Data Usage by Service Provider No No No 

Encryption No No No 

Performance* N/A N/A N/A 

 

Data Model: The Windows Azure Table Storage service relies on a NoSQL database of the key-tupel type [24]. 

Scheme: Windows Azure Table Storage has no fixed scheme. Name, number, and data type are individually 
assigned for each dataset. However, each dataset has to possess the three mandatory attributes “PartitionKey”, 
“RowKey”, and “Timestamp”. PartitionKey allows distributing a table over different servers to realize load balancing. 
RowKey allows to uniquely identifying a dataset within a partition. Timestamp is an internally used field. The service 
offers the possibility to specify up to 252 user-defined attributes [24]. 

Indexing: Data is stored as a clustered index based on a primary key, which consists of the attributes PrimaryKey 
and RowKey. User-defined indices are not supported [24]. 

                                                           
* To the best of our knowledge, there is no comparable analysis of the performance available 



  

 
Scalability: Windows Azure Table Storage provides automatic horizontal scaling with respect to data volume by 

partitioning datasets according to their PartitionKey. Datasets related to multiple PartitionKey values can be stored on 
one server. However, scalability directly relating to the system load is not foreseen. 

SLA: A Service Level Agreement is provided with the service, which guarantees an availability of 99.9%. A refund 
of 10%, respectively 25%, of the monthly fee is provided in case the availability drops between 99% and 99.9%, 
respectively below 99%. The availability is calculated as the difference between 100% and the mean error rate in the 
accounting month for the memory transactions of the customer for the respective booked offer [22]. 

Privacy and Compliance: The locations of stored data can be specified as to be restricted to Europe. The customer 
remains owner of the data all the time. Microsoft takes part in Safe Harbor and the Windows Azure Table Storage 
service is certified with ISO27001 and ISAE3402 Type 2 [25]. 

Encryption: Stored data is not encrypted, but the data access via the API is realized via HTTPS [24]. 

Performance: In several tests, a latency of 18 ms per read and 24 ms per write operation for a dataset has been 
reported [12]. Hill et al. [15] could register in one of their test setups an average performance of ca. 1,150 datasets per 
second for CRUD-operations* reaching a maximum of 1,525 datasets per second. 

3.2 QUANTITATIVE ANALYSIS 

In order to evaluate the monetary efficiency of the three mentioned DBaaS offers from Amazon, Microsoft, and 
Google, we devised an exemplary application scenario and calculated the monetary costs arising within this scenario. 
Furthermore, the gathered monitoring data shall be stored in the data store, as well. We assume a maximum length of 
the monitoring data of 140 characters, with an average length of 70 characters.  

Table 3: Load Levels Employed in the Example Scenario 

Load Level Average 
Number of 
Monitoring 
Datasets per Day 

Average Number 
of Views of the 
Data Source 
Websites per Day 

Peak Load of 
Number of 
Monitoring 
Datasets per 
Second 

Peak Load of 
Number of Views 
of the Data 
Source Websites 
per Second 

Initially 
Registered 
Data 
Sources 

Initially 
Stored 
Monitoring 
Datasets  

1 (Low) 500 1000 1 5 100 182,500 

2 (High) 50,000 100,000 100 500 10,000 18,250,000 

Table 4: Monthly Resource Consumption in the Example Scenario 

DBaaS Offers Load Profile Employed Storage Employed Writes Employed Reads Outgoing Data Transfer 

Amazon 
DynamoDB 

1 31.7 MB 1 8 65.7 MB 

2 3.1 GB 100 750 6.4 GB 

Windows Azure 
Table Storage 

1 20.6 MB 75,000† 93.7 MB 

2 2.0 GB 7,500,000 9.1 GB 

Google App 
Engine Datastore 

1 31.2 MB 60,000 630,000 73.4 MB 

2 3.0 GB 6,000,000 63,000,000 7.2 GB 

 

 

The mapping of the monitoring data to its source shall be supported. It shall be possible to create new monitoring 
datasets, read datasets, and delete datasets. Furthermore, all datasets associated with a certain source shall be 
retrievable arranged according to their timestamps, with the newest on top. The data storage solution should provide an 
availability level of 99.9% and a Web interface with a dedicated website for each data source, along with its identifier 

                                                           
*CRUD: Basic operations on data storage; acronym for: create, read, update, delete 
† With Windows Azure Table Storage, write and read transactions are not differentiated. Thus, the values provided here 
comprise the number of consolidated memory transactions. 



 Flexible Automation and Intelligent Manufacturing, FAIM2013, Porto, Portugal 

 
and description as well as its last 20 datasets. Regarding the Microsoft Developer Network*, we assume an average size 
of 514 Byte for a source dataset, 188 Byte for a monitor dataset and 200 Byte for the protocol overhead per transaction. 
Regarding the prices for the western region we calculated US$ 0.01 per 100,000 transactions, US$ 0.125 per GB stored 
data per month and US$ 0.12 per transferred GB.  

Table 5: Monthly Costs in the Example Scenario 

DBaaS Offers Load 
Profile 

Costs for 
Employed 
Storage 

Costs for 
Employed 
Writes 

Costs for 
Employed 
Reads 

Costs for 
Outgoing Data 
Transfer 

Sum 

Amazon 
DynamoDB 

1 US$ 0.00 US$ 0.00 US$ 0.00 US$ 0.00 US$ 0.00 

2 US$ 3.39 US$ 77.29 US$ 120.41 US$ 0.65 US$ 201.74 

Windows Azure 
Table Storage 

1 US$ 0.13 US$ 0.01† US$ 0.00 US$ 0.14 

2 US$ 0.25 US$ 0.75 US$ 1.10 US$ 2.10 

Google App 
Engine Datastore 

1 US$ 0.00 US$ 0.00 US$ 0.00 US$ 0.01 US$ 0.01 

2 US$ 0.49 US$ 5.25 US$ 43.58 US$ 0.86 US$ 50.18 

 

Based on two different load levels (cf. Table 3), we calculate the total price of each mentioned DBaaS offer for one 
month of operation. This allows drawing conclusions on the cost efficiency with regard to scalability and the impact of 
different usage parameters. The individual results of our calculations can be found in Table 5. Figure 1 provides a 
comparison with respect to the monetary costs arising in the example scenario with the different load levels for the three 
analyzed DBaaS offers Amazon DynamoDB, Google App Engine Datastore, and Microsoft Windows Azure Table 
Storage. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Cost comparison for DBaaS offerings for the introduced example application scenario 

Our results show that for the different load levels in our sample application scenario, the overall costs highly differ. 
Notably, for load level 1, the Amazon and the Google DBaaS service can be used for free, wheras the Microsoft service 
incurs minimal costs. A signifcant difference between the offered services is found by analyzing load level 2. In this 
scenario, the costs when employing the Microsoft solution are nearly negligible, wheras the usage of the Google service 
would incur costs of roughly US$ 50  and the Amazon service would even incur costs of roughly US$ 200 per month.  

In consequence, it is essential to spend sufficient time on a thorough analysis of the application scenario and the 
respective current and estimated future requirements for the data storage solution to be employed. Due to very different 
pricing schemes, one solution can be cost-efficient in a certain application scenario, but in another scenario, its 
employment can be disadvantageous and result in significant additional spendings. Nevertheless, a selected service 
                                                           
*http://blogs.msdn.com/b/windowsazurestorage/archive/2010/07/09/understanding-windows-azure-storage-billing-ba
ndwidth-transactions-and-capacity.aspx. 
† With Windows Azure Table Storage, write and read transactions are not differentiated. Thus, the values provided here 
comprise the number of consolidated memory transactions. 



  

 
needs to fulfil both qualitative and qunatitive requirements. For exampe, DBaaS offers that are not in accordance with 
data security and compliance requirements are not of interest for enterprises, even if they are the cheapest solution. 

4. RELATED WORK 

Repschlaeger et al. [27] developed a classification framework for comparison and selection of Infrastructure as a 
Service (IaaS) providers. Their findings are based on a literature analysis, on an analysis of current cloud service offers, 
and on expert interviews. The authors aim to simplify the cloud provider selection process and to increase the market 
transparency. Hetzenecker et al. [14] developed a model of requirements to asses CC providers. Their findings based 
on a literature analysis, on expert interviews, and on an online survey. The provided model should help CC users to 
identify the individual needs and evaluate providers regarding their requirements. Cryans et al. [8] present new 
database technologies based on Hadoop, a scalable distributed file system. They give an overview of HBase and the 
corresponding infrastructure. Further, they propose comparison elements to contrast relational databases with 
distributed databases like HBase. Jatana et al. [17] examine essential characteristics of relational and non-relational 
databases. They give a basic overview of both database types and conclude with a comparison of both database types by 
means of ten characteristics. In summary, all related work focuses either on Cloud-specific or on database-specific 
criteria. None of them provides a comprehensive criteria list for DBaaS offers. Our work comprises essential elements 
from both worlds to take the specific characteristics of Cloud-based database offers into account. 

5. SUMMARY AND OUTLOOK  

Small and Medium Enterprises (SMEs) in the manufacturing domain act in a highly competitive environment, 
which is hallmarked by short product life cycles, a high level of customization, and a cheap production in low-cost 
countries. To handle these challenges efficient new collaboration forms like Virtual Manufacturing Enterprises 
(VMEs) are required. A major enabler for such agile organizations is Information and Communication Technology 
(ICT). Traditionally, the deployment of new ICT causes high up-front investments which could be a hurdle for SMEs. 
To overcome this obstacle we propose the utilization of Cloud Computing (CC). By doing so, the ICT infrastructure 
can dynamically grow or shrink according the business needs. Besides a wide range of advantages, CC causes 
challenges regarding the selection of appropriate services. In this paper, we present a catalogue of criteria to assess, 
compare, and select Database as a Service (DBaaS) offerings regarding the business needs. Further, we conduct a 
qualitative and quantitative analysis of DBaaS offers from Microsoft, Amazon and Google. Our results show that for 
different load levels different offers are more or less appropriate. In our future work, we plan to implement a Cloud 
Storage solution as a part of a complete architecture for VMEs and thus to enhance our calculation with results from 
real world deployments. 
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