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I Abstract 
T/ie class qfivireless und mobile networks feaiures a dis- 

1 !iiriilor set of characteristics und cor7straints compared to 
1 rndiiiriona1,fixed networkr. The various dimensions of these 
f iior.ociireristics/constroints strongly inflirence the routing 
i Fienl. wliich is ojien regorded as the glue of U network. We 
j ~ I I ~ T O ~ I I C E  the concepf of routitig dependuhility describing 
1 !hc ~rirsfii~orrhiness of a routing system such that reliance 
j iorjirstfiably be pluced on rhe consistency of behavior und 
[ !yr/or.i,lance of thr ro~rting servicr delivered. We investigate 
1 ihis coricept b j ~  ana1,vzing the basic characteristics of vari- 
i 
i i'io rieni~orks. Si~bseq~rentiy we derive the most important 
/ .i:rr.ihiilc.c aiid in7puirments /hat contribute to roirting 
i .i:pct~~iobiliiv iii sensor networks, ad hoc networks, und 
f i~ji.os~i.lrciiriii:e-hased celllrlar networks. Depurting from 
! 
1 ,::ore-of2lic.-ut.t rietwork designs, we exrend oiir survey to 
1 ;mcr /rr~iii.e network architectures as well. We finish by 
f iic/ly iilvesirgnting possibir directions und means thor 

~!lmi*,~~itigatitig rhr deprivation qfdependubiliry. i 
I. lnlroduction 

f 
; \,!obilc coiiiinunications and wireless networking technol- 
1 Iins seen a thriving dcvclopinent in reccnt years. Driven 
f i\! iechnological advancements as well as application 

;r.niaiids, various classes of cominunication networks 
; 
i tmcrgcd. In this paper, we are particularly intcrcsted in sen- 
i 

w r  ii~iworks, ad hoc networks, and cellular networks, each 
t oi\vliich class represcnts a solution to important chapters in 
1 $rmobile and wireless communications cliallcnge. 
i 
i 1.1. Sensor Networks 
; Scrisor iictworks for the collectioii, fiision, and comm:ini- 
1; atioii of environmental information are considered to Iiave 
: 1: oiiisiandiiig potential for research and application [ I ] .  
; B~sically, scnsor networks are defincd by the cornbination 

ainiiiiinturizcd scnsors with coiiiniunication technology. 
j Possible applications for sensor networks includc thc 

acxiircmciit of tcinpcratiire/humidity [2]. tlic collection of 
: plliiiioii daia. the nionitoring of wcakncsscs in building 
i rnicriires. and thc dctcction of  cliciiiical agciits. to naiiic a 
: h . . A  iiiaiii advnritagc of distribuicd aiitf collaborativc iiicri- 

arcriiciits iiicliidcs thc non-obstr~isivcness aiid tlic incrcascd 
sriirncy of thc data collection [3]. Tlicsc applicaiions 

demand for smart but cheap Sensors, which operate self- 
organized even under harsh environmental conditions. 

Currently, sensor networks are considered to evolve 
towards so-called "smart dust" if technological advance per- 
mits such rniniaturizatioii [4]. However, severe lirnits, for 
instance, in energy supply, costs, maintenance of oncc 
deployed sensor nodes and reliability of  operation persist. 
These and other limits are especially important for the com- 
munication aspects of sensor networks as  we show later. 

1.2. Ad hoc Networks 

The visions of  untethered communications and pervasive 
computing make a strong case for the self-organizing opera- 
tion of mobile and wireless nodes within ad hoc networks. 
Possible civilian application domains of such networks 
include inter-vehicular cammunications [SI, disaster recov- 
ery, multirnedia home entertainment, and zero-configuration 
personal area comrnunications. Furthermore, there are few 
proposals for wide area ad hoc networks [6]. 

All these applications have certain demands in common: 
cither there ii-impromptu need for comrnunication, or the 
absence of  infrastmcture commands the network to be fasli- 
ioned from wliatever resources are immediately availablc. 
Moreovcr, the autonomous and cooperative operation is 
inherent to tlie network nodes, which are terminals (cnd sys- 
tems) and routers (intermediate systems) at the same timc 

However, the scope and features impose constraints on ad 
hoc network operation such as. for exarnple, limits for net- 
work sizc, Iiigh topology dynarnics, unpredictability of sys- 
tem cliaracteristics, etc. 

1.3. Cel lular  Networks 

Enabled by cellular teleconimunication networks. thc suc- 
cess of mobile commuiiications has been second to non+- 
according to [7] the number o f  mobile subscribers s~irpasscd 
the oiie of fixed nctworks in early 2003. Until no\v. tlic niirn- 
bcr onc application of  cellular nctworks has been pcrsonal 
voicc communication. which has bcen also reflcctcd iii thc 
network dcvelopincnt. Application dcmands for thcse nct- 
~vorks  include a high quality of  scrvicc as wcll as a higli 
gcograpliical covcragc. Tlicsc dciiiarids are ~is~ial l ) .  
rirldrcssed using Iiicrorchrcally ctesigncd rind ccntrally inan- 
aged irrifrasti-uct~ircs [SI. Eiiierging niarkct opportuiiiiics and 
tlic succcss of Intcriict applications such as clcctroriic rnail 



cind tlic \Vorld Widc Web introduce various rescarcli clial- 
Icngcs 10 cellular iictworks. We obscrve a convcrgcncc ol' 
scrviccs \vliiilc at thc sarnc tiine tlie Iiererogencity of nctwork 
tcchnologies prevails. These conccriis are partially 
addrcsscd in the International Mobilc Telccoinmunications 
2000 (IMT-2000) frarnework. 

Tlic limitations of cellular iictworks lic i i i  the ncccssity Ior 
an cxpensivc infrasrrucrure. bloreover, thc flcxibility of ihe 
rict\vork is highly restrictcci duc to its ccntralizcd inaiiagc- 
iiiciii aiid control [9]. 

1.4. Future Networks 

Tlic Iiitcrnct Iias ncvcr bccn dcsigiictl to siipport tlic Iictci,- 
o g c ~ i e i ~ y ,  dyiianiics. 2nd iiiobility i t  taccs rodiiy witli rlic 
intcgr;itioii 01' a widc raiigc of wircd aiid wirclcss tccliiiolo- 
gicj. Satcllirc and iiicsli nctworks cxtcnd tlic Intcriict's c o i ~  - 
ul' Iiigli specd fibcr optics witli a Iiiglily coiifigiirable wirc- 
Icss iiifrastnict~irc, allowiiig scrvicc mobility in diffcrerit 
scales raiiging frorn mobile devices [I01 to inobilc networks 
[I I J .  Tlic iiicrcasing dynamics and hetcrogcneity takc thcir 
roll ori breaking up tmst and service relations of previously 
\ \ ~ l l  coiitrolled static networks. Moreover, the routing trans- 
pascricy of tlic end-to-end paradigm is broken by enabling 
niiddlcboxes [ 121. 

Tlicse problerns arc addressed in the proposed fiitiire 
architcctures for tlie lnternet (see, for exainple, [13]. [14]. 
[ l j ] ,  and 1161). The underlying concept is to separate the 
idcririty rcsolurion from the forwarding mcchanisni [I71 to 
rccstablisli network laycr transparency for services on rop of 
hcicrogeiieous nerworks architcctures. Other proposals sug- 
gcsr coinpctirive rnechanisms for the routing systerii to 
spccd ~ i p  developnient of non-functional services [18] [19]. 
Liiiiitations of tlie proposcd h t u r e  Internct architectures 
caiiiiot bc foresccn in dcrail yer. 

Proposals for future network architectures also cxist for 
thc telccoiiiiiiunication network dornain. One trend is the 
combiiiation ot'multihop stratcgies andlor variable topology 
conccpts witli currcnt cellular architcctures in order to lever- 
agc thc capacity of wireless access networks (sce [20], [21], 
[73]. and [33]). However, these architectures exhibit various 
problem areas in the conrext of routing such as, for examplc, 
a lack of understanding in the fiiiidarnental principlcs of  reli- 
ability. robustncss, and prcdictability in pcrforiiiance. 

1.5. Motivation 

Tlie aforementioned iictworks are mostly routing net- 
works building on top of the Internet's paradigni of  a con- 
nccrionless and packet-switched comrnunication. Ccllular 
nerworks currcntly inostly follow a circuit-switchcd 
approach but arc evolving towards packet-switched para- 
digiiis. Thus routing remains an iinpor-tant rescarcli ch~il-  
Iciige ivithin all of thc abovc net\vorks. 

tloi\.cvcr, dcsigncrs 2nd dcvelopcrs of soutiiig architcc- 
turcs aiid protocols-drivcii by tlic inarker wliich dciiiands 
~ i s i b l c  fcaturcs i i i  thc npplicotion doinain-oftcn ncglcct 
fiiritl:iiiiciitnl conccpts 2nd principlcs s~icli  as dcpciitlability, 
~\ai labi l i ty .  niid rcli:ibility. Dccoiipling of tlicsc fiiiidaiiientnl 
coiiccprs froin Iiigli-Ic\.cl goals typically rcsiili iii oiily iiil2- 

rior roiiting systciiis. Foi. cx:iiiiplc. 11ic iiiiporiniir ycr coiii- 

plcx high-lcvcl coriccpt of  qiinlity of scrvicc is Iikcly io Li11 

if tlic dcpcndabiliry of tlic iiiiclcslying iict\vor.k c:iiinoi bc 
guaranteed adcqciatcly. I i i  tlic cnd. tlic ciivisiuiicti applicii- 
tions rnay h i l ,  bccause the nctwosk is 1\01 ablc to dclivcr iiii 

adequate service. 
Froin an end-10-crid pcrspcctivc, roiitiiig systc~iis bascd 011 

Iiiternet techiiology act as a black box ivliich dclivcrs n 
trarispnreiit roiiiing scrvice to tlie end systciiis. In tliis work. 
wc arc especinlly intcrested in brcaking ilic scal oftliis bliick 
box and disscciing itc bchavior. I i i  pai-ticiilnr \vc ;irc ro sriitiy 
tlic tfiects induced oii ihc dependability of ~Iic  routiiig jys- 
tcni will1 res~>ect 1 0  ~ l i c  c l i a~ ic tc r i s t i c~  oi' iiiobilc iiiid ir.ist- 

Icsi nct~vorks. 

1.6. Outline 

In Sccrion 2 ,  wc iiitrodcicc our workiiig dctiiiirio~i ot'roiir- 
ing sysrcnis and dcpcii(lability. Wc cxrcnd thcsc dctiiiiiiuiis 
to preciscly dcscribc tlic coiicept of rollring dcpciidiibiliiy 111 

Section 3. Section 4 is dcvoted to a s t~idy of thc ino5t iiiipor- 
tant charactcristics of  sensor nctworks, ad hoc nctworks. 
cellular networks, and futlirc network nrchiteci~ires. respcc- 
tively. Herc. we also refinc oLir concepts bnsed on rlic rcsiil~s 
frorn Section 3. We finish by drawiiig concliisions and 
pointing to potential future work in Section 5. 

2. Working Definitions 
This section estnblishes our working definiiions for tlic 

tcrms "rolrrrng .v,vstem " and "deper~c l r ih i l i r~~ ". The definiiioii 
of a routing system determines the boundarics of our invcs- 
tigation on an abstract Icvcl. Departing from its non-teclini- 
cal meaning. we briefly dcscribe rhc gencrril concepr of 
dependability 

2.1. Routing Systems 

Tlie International Telccommiinications Union ([TL') 
defines thc proccss of  routing to bc [24]: 

Definition (I). "(CI) Routing-the pi.ocess ~ fde t r rm i t i i ng  
und ~rs ing,  i n  accordnnce wi th  a ser o f ' r i~ les.  rlre roote 
,/or the trcinstnis.riori c.fa nie.rsnge o r  tlre SL,I-~II) o/'(i CLIII 
The process ends when rhe messcrge or- the ctrll Iias 
reached rhe destinutiori Iocarion. " und "(0) roll fing-(I 
y i ~ a l i j i c t ~ t i o n  i t r y l ~ j i n g  rhe obove process. J&- erunrple: 
cn l l  rolrt ing; rnessciye roi i t iny; trcfl ic ro~ i t i ng .  " 

In our casc thc tcrin roiiting systcm may bcst bc dcfined 
iising an end-to-riid pcrspcctivc which coiisists of ri sourct 
and destination nodc. To allow for coiiiiniinication, rhs 
dclivciy of inessages is a logically reqiiircd architeciiiral 
tiinctionality of tlic rictwork (intcriiicdiate sysrciii). LL'e coii- 
iiotc tliis wiili tlic terin roi i l ing arid tlic fiiiiciioiiiil coinpo- 
iients of tlic systcni :is tr)iitt?r.v. Thc prOCtSs oi' soutiiic 
coiisist of ( n )  a scrvicc for i ~ l e r i ~ i t j .  1-~~solicrioir ( i~~~.\~ol i i t io i i  U /  

t/rc, (~c/cIr~e.s.~~ ~1~lic,t-c ( r t i  1 i r7i( /~iel~) i c / c ~ r ~ t t / i ~ ~ l ~ l c ~  110~/~,  C ( I I I  110 

i.c,cic.hec/) aricl ( b )  tlic cap:ibiliry io / ~ ) I . \ I ~ L I I I /  ( I I ~ C I ~ I . S J ~ ~ I ~ I ~  nicj- 
sogcs thsoiigli rlic sysrcin. Lct iis dctiiic a roiitiiig sysrcni: 



Definition (2). " A  routing system delivers me.rsagesJron7 decisions to be decentralized and distributcd. which. h o n -  
a soltrce node to a destination node by means of net- ever, does not limit the generality of our work. 
worked ititerrnediate nodes (routers) which implement 
the jitnctio,ial process (routing) of identiy resolzrrion 
und messageforwarding. " 

From a systems perspective we can mainly distinguish 
two types of  service ~ r o v i d e d  by the network and routing 
system, respectively [ 2 5 ] :  

The service can be reliable or best effort (unreliable, 
datagram). A reliable service model guarantees the 
delivery of  packets without duplicates and in order. A 
best effort network delivers the packets as they arrive at 
the destination. 
The service can be connecrion-oriented or connection- 
less. Connectionless communication uses individual 
packets which are transmitted independently. Connec- 
tion-oriented communication first establishes a path 
which is subsequently followed by all messages. 

In tlie remainder of  this work, we use the term routing 
systeni synoriyniously with the unreliable and connection- 
less Intemet service, which is the subject of our investiga- 
tion. Despite the presence of various cross-layer 
interactions, especially with regard to lower layers, we con- 
sider the routing service to be a network layer discipline 
only. Tlie datagram routing in the Intemet is transparent to 
ilie end systems and as a consequence the routing systeml 
iietwork is oftcn treated as a black box. However, the black 
box model is not siifficient for the investigation of routing 
dependability [X]. Hence, we aim to have at least a translu- 
Cent view into the routing system. Our perspective also dis- 
tiiiguishes bciween the data plane (end-to-end traffic 
beGeen source and destination) and the control plane (con- 
trol traffic betwcen individual routers) of the routing system. 

The individual strategies and procediires to impleincnt 
routing may vary. Usually one distinguishcs betwcen static 
routini algorithms or strategies and routing protocols that 
capture and distribute the dynamics of the routing system. 
Figure I visualizes two possible instantiations of  a routing 
system employing a single path routing strategy and a multi- 
patli routiiig stratcgy, respectively. Thc former strategy mod- 
cls today's prevalent Intemet routing paradigm and is 
dcpicted with the black packets. The latter one is pictured 
with gray packets. For both cases, we assume the routing 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - ,  
I Roiiier b , Rouiing sysiem 

U + - - - - . - - - - . - - \ - - - - - - - - - . - - :  

Kouicr ( I  clioscs io forward Rouizr  dspliis grey packcis io 
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Figiirc I Insrn i i i in i io i~  o f a  rouiing sysicm for a siriglc parh arid a 
iiiuliipaih rouiiiig siraicgy. rcspcctivcly. Wi: givc ilic niosi iinporiaiii 

cniiiics and dcrinc ihc bouiidarics of ihc rouiiiig sysicm as far as 

coriccrncd in oiir work. 

2.2. Dependability 
The root of the adjective "dependable " is datcd back to 

1735 in [26], its meaning being "reliable". In modern writ- 
ten and spoken english the meaning of dependable has 
slightly evolved and is commonly referred to as [27]: 

Definition (3). "Dependable-worthy of reliance or 
rrusf. " und "Dependable-consistent in perforrnance 
or behnvior " 
These definitions are of very interest for dcfining the 

notion of  dependability in a technical sense. They empha- 
size the value and importance of dependability; a failure in 
dependable operation may lead to the failure of the ovcrall 
system. Moreover. the consistency of performance and 
behavior conveys the intention of dependability to be mea- 
sured and guaranteed in a more technical manner. 

T o b e  able to qualify and quantify the dependability in the 
context of technical systems i t  is nccessary to focus on tlic 
individual characteristics defining a particular systcni. In thc 
remainder of  this paper we investigate routing systems in 
various classes of  networks. 

2.3. Trust 
As already stated in Def. (3), dependability 1s closely cou- 

pled to the concept of t u s t  which we define to be: 

Definition (4). "Trust-the conjidence or reliance 017 

attributes or the expecfalion in certain behavior " 
For routing systems, the concept of tmst conveys aspects 

from an end User as weil as network perspcctive. In our 
investigation we focus on the latter aspects. In static envi- 
roiunents. tmst relationships inay be preconfigured and con- 
trollcd from the network opcrator. In contrast. tlie notion 01' 
trust is iiiiplicitly subjcctivc and dynainic in naturc in nct- 
works with hcterogeneous andior autonomous nodes opcrat- 
ing in distributed and decenti-alized fashion. Here. each nodc 
can adapt its tmst level based on different factors like prior 
kiiowlcdgc and context inforniation which are dynamical l~ 
incrcased or decrcased by collaboration and obscrvation of 
each node. 

3 .  The Concept of Routing Dependability 
In thc following wc dcrive a conceptual model of ro~t[tris ' 

dependuhilitj whicli is tlic core of this work. Wc first defiric 
thc concept theoretically in this section wliile tlic ncxt scc- 
tion einbeds our thcoretical basis in the context of real rict- 
works. For tlic dornain of routing networks we discuss thc 
most promirient dcfinitions which are based on work froiii 
the International Tclecommunication Union ([TL). iht. 
Internct Engineering Task Forcc (IETF). as wcll as varioiis 
research in this area 

3.1. Dependability in Telecomniunication Networks 
For iraditional tclcphonc nctworks (PTSN) and intcgrated 

scrvicc networks (ISDN). the ITU dcfincs conccpts rclritcd 
to quality of scrvice and network performance includiny 



dcpciidnbiliry to allow for planning, provisionirig, and opcr- 
ation of ~clccoinrn~inication nctworks in [28]. Thc  basic 
niodel for pcrforinance concepts of  the ITU has four major 
biiildiiig blocks, which arc rclarcd to our work: quality of  
senticc, serveability, trafficability performance, and depcnd- 
:ibiliry. Qiloli-1 c!/',so-iice (QoS) is ilie most abstract conccpt 
in tlic inodel and dcscribcs thc satisfaction of  a uset. o f  tlic 
.st~t.i.i~c. Thc servicc rclntcd primitives of  QoS arc describcd 
\\.itli tlic conccpt of set.i'ccrhilit~~, whicli includcs tlic coinpo- 
iiciits sei.i.ice ~ii'~iiluhilit)> perJibi.nrcit1ce, sov ice  reliabilip 
/ )VI; /~ , I . I )~LUICP.  and sei . i~ic~ ittrcgi.i~j, pci;/i)rt~rutrcc. Rcf. [?SI 
dctincs QoS to bc: 

To bc nblc to inaintain a ccnaiii QoS levcl, tlie perspcciivc 
of itcrnc (iiifrastnict~irc cornponcii[s) is dcscribed in thc nct- 
\vork pcrforniance pan  of  rlic diagram. Thc tt.cificobiliy 
pri;jot.tiicince biiilding block acrs as a technical dcscription 
of rhc ability of an infrastriictiirc cornpoiicnt to dclivcr a ccr- 
tain performance Icvel. Finally, thc foundation of tlic aforc- 
rnentioned concepts is given by tlie concept of 
~irprtidr,hilin., wliicli is fiirtlier rcfined into nva i lub i l i~~  per- 
J~r.tric~trce, t.el~aL)rli!,~ perjorn~nnce, and two rntiin[ain~7bility 
relarcd blocks. Tliesc conccpts are the rnost important ones 
for thc context of  our work 2nd detined in as follows [B]: 

Defitiition (6). "Trafficabilit~~ performut~ce-the ahility 
of an item to meet a t r~~ f l i c  demand oj'a given size und 
orilo- chnt~octeristics, linder givrn internal conditions. " 

hccording 10 [28], dependabiliry is the key perforinance 
rneasure for tliis coiiccpt and can be defiiied as follows (sce 
Figurc 2 for a visualization of ITU's QoS inodel): 

Quality 01' Seivice 

, -/,Main Quality of Service 
concepi 

. . . . . . . . . . . . . . . . . . . .  - - - - - - - - - - - - - - - - - - -  
4cr\vork Pcrionnancc. 

ailicnbiliiy Pcrloiin;in 

Dcpcndability 

Definition (7). "Deprndcibility--the collecrivc tcJt.tt, ~r.sc~tl 
/o  descrihe thc avctilohility />erf«rtnot7cc, c i t7~1  it.i irljlir- 
encing Jirctors: rclinbility pev/ormnnce. niuintciiiiohility 
perforn~unce crnd tnaintenunce suipport prt~/brniance. " 

Defit~itiotl (8). "A~~nilahi / i /y  pcrfornrat7cr-/hr rihili(13 u j  
(111 item to be iti L I  . S /CI /C> 10 pet;/i)i.ni n trc/~tit~c~c//iurctiot~ trt 

U given insttrn! of'tit~le oi- 01 rrnjS itls/rrtit (!ltitrie ~i,irltitr a 
givctl tivlc ititcr-i~rl. c~.r.sirtnit~y thot ti1c c.utona1 
resoiirce.s, i/'trtlliit.ed. orr providecl. " 

Definition (9). "Rrlicrbility perfirmutice-tlir ~rl)ilr/y o/' 
an item to pc!r;/ui.i~i o t.ey i i i t -cdjio~c~io,~ IIIIC/L,I .  J I L ' L ' I I  c'ott- 
ditiotaji)~. ( I  girfcii tittre itrtet-vol. " 

Wc excliidc thc iiiaintcnancc-rel:itcci pcrtoriiiniicc. tIi ; i t  is, 
tlic restoration of tlic fuiictioii by iiicriiis ol' rnainicii;iiicc. 
since our focus is on tlic tcchnical rrithcr tliaii tlie opcratioii;il 
aspccts of dcpcndability. In tlic sanie coiitext tlic rci.iiis 
c~vuilubility and reliuhili<v are used as the respcctivc pcrhr- 
inancc rneasures. Unfortiinately, tlie ITL' dctinitioiis nrc 
tightly coupled to opcrational considerations as ~ r e l l  ns io 
rcsources and facilitics. As a conseqiience they arc iiot ccii- 
erally applicable to sccnarios outside the tclccoiiini~iiiicatioii 
sector. 

3.2. Dependability in the lnternet 
Likewise in tclccornrnunication networks. we perccivc 

dependability in thc lntcrnet to be an enablcr foi. Iiighcr Icvcl 
concepts such as, for cxample, QoS. Ho~vcvei.. Dcf. ( 5 )  caii- 
not be easily interpreted in the tecliriicnl domaiii. A tecliiii- 
cally morc precise definition of  QoS was introduccd by 
Schmitt in [79]: 

Definition (10). "Qlialify o f  service (QoS) is /Ire ~i:rli- 
d@ned anti coritroll~ihle beho~rior u j  ( I  .sjj./etn ii,itlr 
respect to qiiar?/i[crliile pcit.anrcter.s. " 

Tlic c~irrcnt Iriternet livcs wirhout QoS, whicli is: in pari 
due to the cornplexity of tlie QoS conccpt. Moreovcr, tlic 
basic routing of the Internet can Iiardly be jiidged depciid- 
ablc. The predecessor of the Internct, thc ARPANET siil: 
fered frorn catastrophic failures, which could only bc 
repaired with rnaniial iiiteraction (sce, for cxarnple, [35l for 
details). Bascd on tliis experience. rhe Internet coriirniiiiir! 
decided to require roiiting protocols to be self-stabilizing. 
While this basic criterion is quite iinportani, there is only 
few work devoted to dependable network design. Thesc. 
cxisting work rnainly focuses on routing securiry and opcrn. 
tioiial corisidcratioii (scc, for exainple, [30]). In [>I ] ,  thc 
focus lies on rouring protocols but cxcludcs rlie overnll roui- 
ing systern cxplicitly. 

Thc only rudiinentary addrcssing of routiiig dcpcndribilii!. 
i i i  tliis coiniiiiinity is coinpcnsarcd in part iti ihc rcsc;ircli 
coiniiiiinity. Tlic wosk ot' Pcrlnian [ 2 j ]  tits cxccllciit iri tlic. 

scopc of oiir ~vork.  According ro [ ? j ] ,  a (io~iriiig) iicr\\~ork 
dcsigii proccss should consider tlic follo\.ring priiiciplcs: 

Scopc. ~c~r l t r /~~ l i / , ) :  ~ U ~ I I S ~ I I C S . ~ ,  ~r~i~~cu~~/;giit~i~l~il~~i, ; 

tii~cukol>ilin', clc.trt.nrinist)i, and urigt.~r[iot~. 
I i i  tliis cuiircst. aiiiocontigiirability dcscribcs 111:. iic:- 

work's [ibiliiy to upciate in plug-antl-plny Lisliioii \\.iilioii: 



into four subgoals which are: 
: Safety barriers which hinder the spreading of faults. Resrricted rnanageability (unattended after deployment, 

hostile environments, self-configurability, etc.). 
Large scale (possibly millions of nodes, rapid deploy- 
ment, geographical awareness, etc.). 

in communications, in comectivity, etc.). 
works, which focuses on the dependability of the network - Different quality mefrics (Sensor fidelity, quality of 

information, dependability, etc.). 

routing mechanisms. 

able operation, is laid. Please keep in mind, however, that by Hererogeneity (in nodes {noteboo~/pda/mobi~e phone/ 
definition a connectionless best-effort routing system cannot artefacts), in communications, in connectivity, etc.). 

Wireless communication channel (broadcast nature, 
transmission errors, limited range, hidden and exposed 

We have devised the most important concepts in the field terminals, partitioning, etc.). 

t:specific description of Def. (1 I). 

EII. Chsraeteristier of Sensor Networks 
Sensor networks are one hot topic in communication net- 

works with a large body of related work in the area of sensor 
:networks (we particularly recommend [ I ]  and [35] for gen- 
aal surveys, and [36] for the focus on routing in sensor net- 
-works). Application goals often include adaptability and 
:high sensing fidelity. The network should be fault tolerant, 
energy efficient, and low cost. As a consequence, one faces 
vKious trade-offs in designing sensor networks, sorne of 
which are also reflected in the design of the routing system. 
The specific characteristics of sensor networks are: 

Attributes 1 

Fig~irc 3: Dcpcndability trcc adoptcd from Rcf. (341 



Absence of infrastructure (nodes are both, end systems 
and routers, need to cooperate, affects scalability, etc.). 
Open network without fixed subscribers. 
Application characteristics (peer-to-peer, real time, uni- 
Cast, multicast, geocast, etc.). 

The characteristics are dominated by the absence of infra- 
structure, the highly dynamic nature of the topology, and 
possible asymmetry in devices or communication channel. 
Moreover, the system is qualified by the need for coopera- 
tive operation of the nodes. Most routing protocols silently 
assume only well-behaved and cooperative nodes to allow 
for multi-hop operation of the network, however. 

Following, we focus briefly on the aspect of node misbe- 
havior, which we find to be of particular interest. There exist 
multiple classes of misbehavior, which we derived in [39] 
we aggregating comparable types of node behavior, while 
maintaining the analytical tractability of our description of 

mized with respect to connection-oriented communication, 
and the centralized control allows for high dependability.-a 
This leaves, however, only few room for optimization using 
decentralized mechanisms, and the performance of the con- 2 
nectionless data communication in such networks suffers. 
This effect is biased with the emergence of third generation 
networks and beyond to support mobile 
Here we witness a movement towards smart edges and rout- 
ing networks in the cellular domain. These networks as weU 
as cellular networks based on inexpensive wireless local 
area network technology exhibit vanous problem areas, 
especially in the context of routing. In networks with tmted 
infrzstructurc we perceive the network performance aspect 
of routing dependability of high importance. See [41] for 
work covering the performance aspects of dependability in 
future cellular architectures which support packet-switched 
paradigms under the constraints of realistic mobility models. 

misbehavior: 
Cooperative nodes, which comply to the standard at all 4.4- Characteristics of Future N e ~ o r k s  
times. 

The characteristics of future network architectures are: 
4.3. Characteristics of Cellular Networks 

Cellular networks are built around infrastructure compo- 
nents. In traditional telecommunication networks the archi- 
tecture follows a strictly hierarchical design and network 
control is centralized. We have a “smart" core and a "dumb" Open und scalable infrastructure (extensibility, 
edge (or more precisely a "dumb" access network. which known interfaces, etc.). 
consists of the Node B and the Mobile Equipment). Critical . E~~~~~~ network dynamics (static/mobile netwoh 
components of the system are highly redundant and deter- devices, overlay netwcrks, multi-homing, etc.). 
mine the notion of routing dependability in cellular net- 
works. The characteristics that influence cellular networks work (memory, Storage, bandwidth, energy) 
are relatively deterministic compared to sensor networks or 
ad hoc networks: 

Mobllr~ of Users and end systems, and w~reless com- 
munication channel. 
H~erarchical, infrastructure-based system architecture. 
"Smart" core (RNC, SGSN, GGSN). 
"Dumb " edge (Mobile Equipment, Node B). 
Closed subscriber network. 

topology itself transparent. The design of routing sysl 

The core network of cellular networks faces the saine has to keep up with the resulting dynamics. Although 
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We have discussed the concept of routing dependability in 

identified the most important charactenstics of vari- mobile and wireless networks in detail. Starting with general 
asses of networks arid analyzed these with respect to definitions we Set the boundaries of our study. We derived 

g dependabiliv in the previous subsections. As a syn- the concept of routing dependability for sensor networks, ad 
the dimensions of network control arid topology ~ O C  networks, as weil as celluiar networks. In particular, the 

amics can be identified to be of utrnost importance: promise of sensor and ad hoc networks is built upon the 
The dimension of nemork contro[ includes the routing premise 0f cooperation among nodes. Previous work has 

' 
architecture arid strategy. The surveyed Systems Cover shown the network frailty in the absence of such a coopera- 
the full range from strictly hierarchical and centrally tion [39]. Moreover, the variability in topology in ad hoc 

, controlled cellular networks to spontaneous formation networks and the harsh environmental conditions in sensor 
of ad hoc nodes operating autonomously. While the net- networks impose constraints on the routing system. This 
work architecture and design can be Seen as a factor deprivation of dependability in the routing system is per- 
which is of lone-term relevante. traffic engineering is ceived to be one factor hindering sensor and ad hoc net- 

U 

$- considered to be a medium-tem objective khile adap- 
tive routing decisions is a short-term issue. 
The dunension of topology dynamics Covers aspects 
such as, for example, User and end system mobility. It is 
obvious that the topology dynamics are directly related 

- to the dynamics of the routing system itself, which in 
fact determines the perceived network dependability. 
Moreover, the wireless nature of the communication 
c h a ~ e l  conmbutes to the routing system in ad hoc and 
sensor networks. The possibility to run out of energy 
and the vulnerability of sensor or ad hoc nodes to envi- 
ronmental conditions or adversaries is of imvortance as 
well. Moreover, in autonomous systems without cen- 

, tralized control, the misbehavior of individual network 
: nodes may cause fairly complex problems. 

.: There clearly exist orthogonal dimensions such as the 
: autonomy and heterogeneity of end systems or nodes, which 
also contribute to the problern as such. We do, however, 

: limit our discussion to the core of routing systems, which 
we specify by network design, routing strategies, and node 
behavior. See Figure 4 for a graphical representation of the 
dimensions of the various classes of networks. The shapes 
for the network classes are based on sample networks 

' belonging to the respective class and have been discussed in 
a panel of experts. The preceding discussion has shown the 
need to tailor future routing architectures as well as proto- 
cols to fit tightly and provide the basic concept of routing 

1s dependability. 

The comrnunication service provided by the Intemet and 
telecommunication networks to support User mobility is 
about to reach nearly ubiquitous coverage. These networks 
are often routing networks. However, designers and devel- 
opers of routing architectures and protocols ofien neglect 
fundamental concepts and principles such as, for example, 
dependability, availability, and reliability. Driven by the 
market they solely focus on more advanced goals and fea- 
hires. However, decoupling of these fundamental concepts 
from high-level goals typically result in only inferior routing 
systems. For example, the important yet complex high-level 
concept of quality of service is likely to fail if the depend- 
ability of the underlying network cannot be guaranteed 
adequately. 

works to Cross the chasm between research Prototypes and 
real world systems reaching a critical mass of deployment. 

In traditional cellular networks, the highly redundant 
inffastnicture in combination with centralized control mech- 
anisms provides for a solid foundation for the routing sys- 
tem. Here a trend towards variability in topology can be 
witnessed while at the Same time network control reaches 
some autonomy. The challenge in these networks is to main- 
tain the current level of dependability while optirnizing the 
network operation by means of smart network control. 

Topology dynamics 
high .-----------------------------------------------------.. 

- I 1 ---------...-----------.-- 1 . . . . . . . . . . . . . . . . . . . .  :::: .... 
low 

Ad hoc nctworks Ccllular networks 
(al) Vchicular nctwork (C 1) 2CI3G Telccommunication network 
(a3) Spontaneous collaborarion (c2) B3C Tclccommunication ncrwork 
(a3) Multimcdia homc nctwork (c3) Hotspot nctwork (WLAN) 
(a4) Disastcr recovcry nctwork (c4) Multihop ccllular 

Scnsor networks Mcsh networks 
(s I) Smart dust (m I) Community mcsh nctwork 
(SI) Environmcntal dah collcction (m2) Taxi cab nctwork 
(s3) Building automa~ion/monitoring (m3) Mcshed wirclns backbonc 

Figurc 4: Classification o f  the suwcyed nctworks with rcspect to 
nctwork control and iopology dynarnics. Please notc that emcrging 

tcchnologics such as, for cxarnplc, mcsh- or B3G networks rnay cven 
extend the conccpts shown. 



Our survey provided definitions and insights which assist [201 
in developing and operating more dependable routing net- 
works. We perceive the necessity to establish mechanisms 
which allow for engineered dependability in the discussed [zi]  
types of networks, similar to traditional telecommunication 
networks. There is no panacea for dependable routing; how- [221 
ever, in parallel with the trend towards autonomous and 
highly dynamic Systems, we envision the establishment of 
routing dependability to be also part of a self-organizing 
process. In the area of ad hoc and Sensor networks, this [231 
transiates into mechanisms to establish a distributed and 
self-organizing notion of mist in the next step of our future 
work. In the area of future cellular networks we perceive the [241 
investigation of smart algorithms to leverage the full capa- 
bilities of the underlying architectures, while maintaining an 
adequate level of dependability, of high importance. [251 
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