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Abstract. In this paper, we walk in the footsteps of the stimulating
paper by Lee Breslau and Scott Shenker entitied “Best-effort vs. Reser-
vations: A Simple Comparative Analysis”[1]. In fact, we finally follow
their invitation to use their models as a sterting point and eziend them
to.reason about the very basic but still very much debated architectural
issue whether quality of service (QoS) mechanisms like admission control
and service differentiation are necessary or if overprovisioning with a sin-
gle service class does the job just as well at lower system complexity. We :
analytically compare two QoS systems: a QoS system using admission
control and a reservation mechanism that can guarantee bandwidth for 5
flows respectively offers service differentiation based on priority queue-
ing for two service classes and a system with no admission control and a
single best-effort service class.
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1 Prelude

The first set of models we use are based on those by Breslau and Shenker. They
assume a single bottleneck and a single type of traffic (elastic, strictly inelastic

or adaptive) using the bottleneck and then analyse the expected total utility ,
by assuming a certain probability distribution for the number of flows. The %
main effects investigated with these models are admission control and bandwidth ‘1;
guarantees. As is common and good practice in sciences, we first reproduce the 3
results of Breslau and Shenker and then give some further insights. The second 3
set of models is an original contribution of this paper. Contrary to the other §
models, they analyse a given load situation and a traffic mix consisting of elastic i
and inelastic flows filling the link at the same time. By incorporating queueing §N
theory and the TCP formula, the second set of models allows us to investigate §
more sophisticated utility functions and more realistic network behaviour than §

the first set. The main effects investigated with these models are scheduling and
service differentiation.

2 On the Benefit of Admission Control

Shenker and Breslau [1,7] analyse two fundamentally different QoS systems in
their work:
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1. A best-effort (BE) system without admission control where all lows admitted
to the network receive the same share of the total bandwidth.

2. A reservation based QoS system with admission control, where only the
flows are admitted to the network that optimally (w.r.t. total utility) fills
the network. Their bandwidth is guaranteed by the system.

We start with a fixed load model that assumes a given traffic load for the network.

2.1 Fixed Load

The fixed load model from [7], also published in [1], assumes that there are a
number of identical flows requesting service from a link with capacity C. The
utility function u(b) of a flow is a function of the link bandwidth b assigned for
that flow with:

>0 Vb>0,u0)=0, ulco) =1 (1)

A flow rejected by the admission control is treated as receiving zero band-
width, resulting in zero utility. The link capacity is split eveniy among the flows
so that the total utility U of k admitted flows is given by U(k) = k- u($)

If there exists some € > 0 such that the function w(b) is convex but not
concave! in the neighbourhood [0, €], then there exists some k.. such that
Ulkmaz) > U(k) Yk > kmez- In this case, the network is overloaded whenever
more than k.., flows enter the network; the system with admission control
would yield the higher total utility because it could restrict kmqz-

If the utility function w(b) is strictly concave, then U(k) is a strictly monc-
tonically increasing function of k. In that case, the total utility is maximised by
always allowing flows to the network and not using admission control.

Elastic Applications. typically have a strictly concave utility function as ad-
ditional bandwidth aids performance but the marginal improvement decreases
with &. Therefore, if all flows are elastic, the best-effort system withcut admission
control would be the optimal choice.

Looking at the other extreme of the spectrum, there are strictly inelastic
applications like traditional telephony that require their data to arrive within a
given delay bound. Their performance dces not improve if data arrives earlier, they

need a fixed bandwidth b for the delay bound. Their utility function is given by

¥ ~
e J 0 b<b =
U,t\b}' = L~ L (£}

i 1 &6~20

which leads to a total utility of
- . P

s {0 k>C/b .
UK = > {o)
Tk k< /b e

! This rules out functions simple linear functions u(b) = a¢ + a1 - b which would, by
the way, also viclate (1).
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in this case, admission control is clearly necessary to maximise utility. If r
admission control is used and the number of fiows exceeds the threshold C/b,
the total utility U(k) drops to zero. The two extreme cases of elastic and strictly
inelastic applications show that the Internet and telephone network architectures
were designed to meet the needs of their original class of applications.

Another type are the adaptive applications; they are designed to adspt
their transmission rate to the currently available bandwidth and reduce tc packet
delay variations by buffering. Breslau/Shenker propose the S-shaped utility func-
tion with parameter s

2

> : .
U(b\! == 1 — e w+b

,,—\
W
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to model these applications. For small bandwidths, the utility increases quadrat-
ically (u(b) = %) and for larger bandwidths it siowly approaches one (u(b) =~
1 —e7?). The exact shape is determined by s.

For these flows, the total utility U(k) has a peak at some finite kmmqr but the
decrease in total utility for k > k0. 1s much more gentle than for the strictly
inelastic applications. The reservation based system thus has an advantage over
the best-effort system, but two questions remain: The first is whether thai ed-
ventage is large enmough to justify the additional compiexity of the reservation
based QoS system and the second is, how likely is the situation where k > kpaz.
These questions are addressed in the next section with the variable load model.
2 2

2.2 Variable Load

Model. Breslau and Shenker {1] analyse the likelihood of an overioad situation
for the strictly inelastic and adaptive applications by assuming a given proba-
bility distribution P(k) of the number of flows k. They use two models, a model
with a discrete and one with a continuous number of flows k. We base our fol-
lowing analysis on the discrete model and on the algebraic load distribution. [1]
also contains resuits for a Poisson and exponential load distribution, but they
do not lead to fundamentally new insights.

For the elgebraic load distribution P(k) = 1=
than exponential rate over a large range. It has three parameters v, A and 22,
The algebraic distribution is normalised so that ..., P(k) = 1; we analyse
z€ {2, 3,4}

Similar to [1], for the following analysis we chocse the parameters of the
probability distributions so that the expected number of flows BE(k) = Y 2 k-
P(k) is 100. For the utility functions, b = 1 in (2) and k = 0.62086 in {(4) as this
paramster setting yields k4. = C for both utility functions.

The two utility functions analysed should be seen as the extremes of a spec-
trum. The strictly inelastic utility function does not tolerate any deviation from
the requested minimum bandwidth b at all, while the adaptive utility function

ey

2 X is introduced so that the distribution can be normalised for a given asymptotic
power law z.
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embodies fairly large changes in utility across a wide range of bandwidths above

and below C/kmqgs- .
The expected total utility U gg of the best-effort system is

Upe(C) =) _P(k)-Ulk) = Z %) (5)

k=1 k=1

The QoS system can limit the number of flows to k... The expected utility
kmaz(C) oo
U gos of the QoS system is Ugos(C) = Y, P(k)-k-u($)+ > Pk)-
k=1 k=kmaz(C)+1
kmaz - U(k—m‘;%ﬁ)

To compare the performance of the two QoS systems, the authors of [1]
provose the bandwidth gap as a performance metric. The bandwidth gap is
the additional bandwidth A necessary for the best-effort system so that the
expected total utilities are equal: Ugos(C) = Ugg(C + A¢)

We propose a different metric: the unit-less overprovisioning factor OF.
It puts the bandwidth gap in relation to the original bandwidth

C+ Ac
C
The overprovisioning factor expresses the bandwidth increase necessary for a

best-effort based QoS system to offer the same expected total (respectively av-
erage) utility as the reservation based one.

OF = (6)

Evaluation. The overprovisioning factors for the strictly inelastic and the adap-

tive utility function and for the algebraic load distributions over a wide range of

link bandwidths C are shown in Fig. 1. The reader is reminded of the fact that
the expected number of flows E(k) is 100.

The algebraic load distribution

decays slowly. The lower z, the slower

VPO s the decay. For the inelastic applica-

o ;:?E“;:%le’t ?2132 g tions, the very slow decay for z = 2
Adapiive Applications (z=2) ~—-—
. R Aanive Appicaions () - results in a significantly higher over-
C_’ 7-\\ 1 provisioning factor (2.70 if capacity
FEAN 1 equals demand and 2.67 if capac-
I \ ity equals twice the demand in the
: "\g\ | strictly inelasti "“Qe) than for the
1 B N higher values of z {or for the exponen-
e 1 tialload distribution in {1}, where the

e ) % ™ overprovisioning factor is around 2).
For adaptive applications, the over-
Fig. 1. Resuits provisioning factor is close to one (be-
tween 1.05 and 1.14 if capacity equals
demand).
The results here and in 1] show that the overprovisioning factor is close
to unity for adaptive applications and significantly higher than unity for the
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inelastic applications. The link capacity significantly influences the performance
of both QoS systems and the overprovisioning factor. The reservation based
QoS system can provide significant advantages over the pure best-effort system
in a well dimensioned network for strictly inelastic applications. For adaptive
applications, the advantage is rather low in a well dimensioned network.

2.3 Summary and Conclusions

The analysis above respectively in [1] gives valuable insights but can also be
criticised in some points:

— It assumes that only a single type of application utilises the nstwork. if
different applications with different requirements utilise a network at the
same time, QoS systems can differentiate between them — e.g. by protecting
loss sensitive flows or by giving delay sensitive flows a higher scheduling
priority — and offer a further advantage over the best-effort system.

— The icad distributions (Poisson, exponential, algebraic) used in [1] and above
to derive the expected utility for a given bandwidth are not based on empir-
ical studies.

— In addition, it is arguable whether the expected utility really represents the
satisfaction of the customers with the network performance:

If the network performance is very good most of the time but regularly bad
at certain times (e.g. when important football games are transmitted), this

- might be unacceptable for customers despite a good average utility.

In the next section, we use a novel approach to avoid these drawbacks and shed
more light on the comparison of the two QoS systems.

3 On the Benefit of Service Differentiation

When analysing a mix of different traffic types competing for bandwidth, it is not
trivial to determine the amount of bandwidth the individual flows will receive
and the delay it experiences. In this section, we present an analytical approach
that — contrary to the previous approach — uses queueing theory and the TCP
formula as a foundation to calculate the overprovisioning factor for a traffic mix
of elastic TCP-like traffic flows and inelastic traffic flows.

3.1 Traffic Types

We assume that two types of traffic — elastic and inelastic — share a bottleneck
link of capacity C. For inelastic traffic, we use index 1 and assume that there
are a number of inelastic flows sending with a total rate ;. The strictly inelastic
traffic analysed in Section 2 did not tolerate any loss. Most multimedia applica-
tions, however, can tolerate a certain level of loss. For example, a typical voice
transmission is still understandable if some packets are lost — albeit at reduced




156 O. Heckmann and J.B. Schmits

quality. We model this behaviour here by making the utility of the inelastic
raffic degrading with the packet loss® and with excessive delay.

For the elastic traffic, we use index 2; it represents file transfer traffic with
the characteristic TCP “sawtooth” behaviour: the rate is increased proporticnal
to the round-trip time and nalved whenever a loss occurs. We use a TCP for-
mula to model this behaviour; the two main parameters that influence the TCP
sending rate are the loss probability ps and the RTT respectively the deiay g¢o.
We assume there are a number of greedy elastic flows sending as fast as the TCP
congestion control is allowing them to send; tneir total rate is ro = f(p2, da)-
The utility of the elastic traffic is a function of its throughput.

3.2 Best-Effort Network Model

A best-effort network cannot differentiate between packets of the elastic and
inelastic traffic flows and treats both types of packeis the same way. The loss
and the delay for the two traffic types is therefore equal pgr = p; = 12, g =
q1 = q2.

Let u; be the average service rate of the inelastic flows, uo the one for elastic
flows, A; the arrival rate of the inelastic traffic and A5 accordingly the arrival rate
of the elastic traffic. The total utilisation p is then given by p = p1 +p0 = —1- + 2 )‘2

and the average service rate @ by I = P—l%ﬁM —p—Lj'—Az

In the best-effort model, the loss prcbamht v pBE 18 the same for both trafiic
types and can be estimated with the well-known M/M/1/B loss formula for a
given maximal queue length of B packets assuming Markovian arrival and service
processes [2]: pgr = T:lo—g% B,

For the queueing delay ggg of the bottleneck link, the M/M/1/B delay for-

. — n B4+1_ 1
mula [2] is used: ggz = 110; LB i=p rlie”

The arrival rate /\1 of the m@lastlc traffic is given by the sending rates r;
of the inelastic flows (15) while the arrival rate Ay of the elastic traffic depends
on the TCP algorithm and the netwerk condition. There are several contribi-
tions like {5, 6] that describe methods for predicting the average long-term TCP
t‘lroughnu’c depending on the loss and delay properties of a flow. For our high-

level analysis, we are not interested in details like the duration of the connection
estabhshment, etc. Therefore, we use the plain square-root formula of [3] for this
analysis; it allows us to keep the complexity of the resulting model low:

ohniit —
tarougnput =

v il 'O,)

8 1t can be seen as an intermediate application between the strictly inelastic and the
adaptive traffic of Section 2
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can also be expressed as a function of the arrival process Ao and the loss proba-
blllty Dol

throughput = A3 (1 — ps) (8)

Introducing parameter t that we call flow size factor, (7) and (8) can be simplified
0 hg = qagifﬁﬁ ' Top55  encompasses the MSS/+/2/3 part of {7) and part
of the round-trip-time and is used to put the TCP flows in correct dimension to
the inelastic flows which are dimensioned by their fixed sending rate r;.

As Ao is a function of ppr and ggr and at the same time infuences pgg and
gk, the network mode! is a non-iinear eguation systemn (see Model 1}. It can
be solved with standard methods.

o

3.3 QoS Network Model

To model a QoS system that differentiates between the inelastic and elastic traf-
fic, we use priority queueing. The inelastic traffic receives strict non-preemptive
priority in time and {(buffer) space over the elastic traffic.

Using the M/M/1 queueing model the expected waiting time E(W)) for a
packet of an inelastic flow depends on the expected number of packets waiting
t0 be served F(L;) and the residual service time of the packet currently in the
queue. Because non-preemptive queueing is used, the latter can be a type 1
(inelastic flow) or type 2 (elastic flow) packet; because the exponential service
2 1

Lai=1 PigTt

time distribution is memoryless, the expected residuail service time is

1 .
LPi— (C )
Mg

bj

1]
-

,‘:‘H
‘;Mw

2 1
By applying Little’s Law [4] E(L;) = M E(W;), we get E(W;) = —‘—1‘15%.
To determine the average queueing delay ¢;, we need the expected sojourn
time E(Sy) = B(W1) + 1/ur: q1 = B(S)) = Mateeles
For the second queue, the determination of the expected sojourn time is more
complicated. The expected waiting time E(W3;) and the sojourn time F(S3) = ¢

for a packet of type 2 is the sum of

— the residual service time Tp = Z:le ,o,;’— of the packet currently in the queue
because the queue is non-preemptive,

— the service times T3 = E(L3)/uy for all packets of priority 1

— and the service times To = E{Ly)/ue for all packets of priority 2 that are
already present waiting in the queue at the point of arrival of the new packet
of type 2 and are therefore served before it

— plus the service times T35 = p1(Tp + 71 +13) for all packets of priority 1 that
arrive during 7o + 77 + T, and that are served before the packet of type 2
because they are of higher priority.

The waiting time is E{W3) = Ty + T + 75+ T3, for the sojourn time respectively
queueing delay the service time has to be added gy = E(S;) = E(W,) + 1/ /J}g.
(14p1) 23_1 Pi;}j

(I—p1—p1p2}(3— P1)+

By applying (2) and Little’s Law [4] we get g2 = E{S) =

FAS T
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A packet of type 1 is not dropped as long as there are packets of type 2
waiting in the queue that could be dropped instead. With respect to loss, the
arrival process 1 with arrival rate A; thus experiences a normal M /M /1/B queue
with a loss probability for a packet of type 1 of p; = —«&—1 p3.

We make the simplifying assumption that A; is small enough so the loss for
queue 1 is negligible p; ~ 0. For the low pricrity queue, the loss probability is
then given by

(1 —p1—p2) g

1 — (p1 +p2)°+1

A2

01+ p2

P2 = /
The first part of {10) represents the total loss of the queueing system; the second
part —1{-&& is necessary because the packets of type 2 experience the complete
loss.

The priority queueing based QoS network model is summarised in Model 2,
it is using the same parameters as Model 1. Like the best-effort network model,
it is a non-linear equation system.

3.4 Utility Functions

Inelastic Traffic. The inelastic traffic represents multimedia or other real-time
traffic that is sensitive to loss and delay. Therefore, the utility w; of the inelastic
flows is modelled as strictly decreasing function of the loss probability p; and
the dev‘atlon of the delay q; from a veference queueing delay gres: u; = 1 —

v —_ qf‘ﬂ !
Cuppl aq q-r'cf N
As a reference queueing delay gr.; we use the queueing delay (19) of the QoS

network model as that is the minimum queueing delay achievable for this traffic
under the given circumstances (number of flows, link capacity, non-preemptive
service discipline, etc).

Elastic Traffic. The elastic traffic represents file transfer traffic. The L"ili‘fv of
this traffic depends mostly on the throughput as that determines duration of the
transfer. The utility usy is therefore modelled as function of the throughput ds:
UQ:,B'dQZﬁ-E;EJﬁ—;.

We determine the parameter 3 so that up = 1 for the maximum throughoput
that can be reached if A\ = 0; both network models lead tc the same 3 if there
is no inelastic traffic.

3.5 Fvaluation

The default parameter values we use for the fcllowing evaluation are given in
Table 1. The effect of parameter variaticn is analysed later. The motivation
behind the utility parameter oy, is that the utility of the inelastic flows should
be zero for 10% losses (if there is no additional delay); for the parameter o, the
wmotivation is that the utility should be zero if the delay doubles compared to the
minimal delay of the QoS system. 5 is chosen so that the utility of the elassi



Best-Effort Versus Reservations Revisited 159

Table 1. Default Parameter Values for the Evaluation

(Parameter| Value [
I 83.3 pkts/s
Lo same as @1
Qg4 1
Cp 10
B see Section 3.4
B 10 pkts
t to, bto, 10to
71 [0, ..., 40} pkts/s
w1 il; 2, 5]

L LUQ 1

flow is 1 for the maximum throughput as explained in Section 3.4. During the
evaluation we vary wy, 71 and ¢. For the choice of wy, we assume that for the total
utility evaluation, the inelastic fiows are more important than the elastic fiows
because they are given priority over the elastic flows and it seems reasonable to
expect users to also have a higher utility evaluation for one real-time multimedia
fiow {e.g. a phone call) than for a file transfer. An indication for that is the fact
that the price per minute for a phone call nowadays is typically much higher than
the price per minute for a dial-up Internet connection used for a file transfer. As
evaluation metric we again use the overprovisioning factor?.

Basic Results. The overprovisioning factors OF for different flow size fac-
tors® ¢ and for different weight ratios w; : we are depicted on the y-axis in the
graphs of Fig. 2. The total sending rate r; of the inelastic flows is shown on the
X-axis.

4 For a given r; and ¢, we determine the solution vector (pi,g1,p2,q2) of the QoS
network Model 2. The utility values u1 = f{p1,q1) and uz = f(p2,92) and the

weighted average utility U,y are derived from the solution vector with wi,ws > 0:
Ureg = wiuy(p1,91)+wous (P2,92)

The best—effo;)t1 -é_;gtem based on Model 1 is overprovisioned by a factor GF. The

bandwidth respectively service rates pu1 and po are increased by that factor CF.
Additionally, the buffer space B is increased by the same factor. U5 is used as a
reference value and OF is increased by a linear search algorithm until Upp(OF™) =
Urey.
To derive an anchor point for ¢, we arbitrarily determine a to that leads to p; = 20%
and to p2 = 60% using the QoS network model. This represents a working point with
A1 = 0.2 u; with a total utilisation of 80%. Every fourth packet is a multimedia
packet, creating a typical situation where a QoS system would be considered. If ¢
is increased to t = 5%y and A; kept constant, then the proportion of of multimedia
packet to file transfer packet drops to 1 : 3.4. At the same time, the aggressiveness
of TCP against the inelastic flows increases in the best-effort network model as can
be seen in the evaluation results below (Fig. 2).

ot
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As can be seen from the graphs, the higher the ratio w; : wy is — that is,
the more important the inelastic fiows are for the overall utility evaluation — the
higher the overprovisioning factor becomes. This can be expected, because for
small overprovisioning factors the utility u; of the inelastic flows is smaller in
the best-effort system than the QoS system where they are protected from the
elastic flows because they experience more loss and delay. Thus, the higher u,
is weighted in the total utility function U, the more bandwidth is needed in the
best-effort system to compensate this effect.

6 T T T ]

Overprovisioning Factor OF
w

Overprovisioning Factor OF

5 10 1S 20 25 30 35 40 5 10 15 20 25 30 35 40
Scnding Rate of the Inelastic Flows r, [pkis/s} Seading Rate of the Inelastic Flows r) [pks/s}

- = ==Y 0 e

(a) Flow Size Factor t =g (b) t = 5t

Fig. 2. Cverprovisioning Factors for the Configuration of Table 1

Comparing the two graphs, it can be seen that as the flow size factor is
increased more overprovisioning is needed. Increasing the flow size factor rep-
resents increasing the number of elastic (TCP) senders and the aggressiveness
of the elastic ows. In the best-efiort system where the inelastic flows are not
protected, a higher flow size factor increases the sending rate of the elastic
flows on cost of additional loss and delay for the inelastic flows that in return
has to be compensated by more capacity leading to a higher overprovisioning
factor.

Keeping the flow size {actor constant, with an increase of the sending rate
r1 the overprovisioning factor decreases; the decrease is stronger the higher the
flow size factor is. For a weight ratio of wy : we = 2 : 1 for example the over-
provisicning factor drops from r; = 2 to 40 by 12.0% for t = ¢y and 14.9% for
t = Stp. This phenomenon can be explained the following way: When comparing
the resulting utility values u; and ug of the QoS system with the best-effort,
system (OF = 1), the utility value of the inelastic flows u; drops because they
are no longer protected. At the same time, the utility value of the elastic flows
ug increases because they no longer suffer the full loss. The increase of uy is
stronger than the decrease of u; the higher ry is, therefore for higher »; less
overprovisioning is needed.
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The following discussions — unless stated otherwise — are based on a weight
ratio wy : we = 2 : 1 and a flow size factor of t = 5¢g.

Different Bottleneck Resources. Increasing the buffer space B has two ad-
verse effects; it decreases the loss rate and increases the potential queueing delay.
An increase of B results in an increase of the overprovisioning factor OF. This is
an indication that for the utility calculation, the gueueing delay has a stronger
effect than the loss rate. This is not surprising because for the M/M/1/B for-
mulas, the loss becomes quickly negiigible for larger B.

To confirm this, we reduced the queueing delay effects by setting o, = 0.05
and repeated the experiment. Now, with an increase of B from 10 over 15 to 20
the adverse effect can be observed: the overprovisioning factor drops from 1.78
over 1.68 to 1.66 for r; = 10.

To conclude, the effect of the buffer size depends on the ratio of o, to o in
the utility function.

Next, the reference buffer space B and at the same time the bandwidth {re-
spectively the service rates yy and ug) are doubled; r; was increased accordingly.

Compared to the previous experiment, the overprovisioning factors only in-
creased insignificantly for ¢ = 5t5. In the best-effort system — as can be seen
from (14) - for large B, the queueing delay gpr becomes inverse proportional
to the service rate I and therefore the bandwidth. For large B, the loss ppr
exponentially approaches zero as can be seen from (13). Via (16), this leads to a
massive increase the elastic rate Ao and overall utilisation p. This explains why
the buffer space has a larger influence than the service rate. Similar arguments
hold true for the QoS system.

3.6 Conclusions

The experiments of this section evaluated the relative performance advantage of
a QoS system offering service differentiation over a plain best-effort system. The
systems have twe resources, buffer and bandwidth. We used two types of traffic
- elastic and inelastic traffic - which share a bottleneck link. The evaluation is
based on an aggregated utility function. Qur results are overprovisioning factors
that show how much the resources (bandwidth and buffer) of the best-effort
system have to be increased to offer the same total utility that the QoS system
provides.

Compared tc the approach of Breslau and Shenker (Section 2), the over-
provisioning factors of the models in this section are generally higher. This
is explained by the fact that the models of Section 2 do not consider differ-
ent traffic types sharing the bottleneck resources. Therefore, they miss one
important aspect of QoS systems which is service differentation between flow
classes.

In today’s Internet the overwhelming part of the traffic is TCP based file
transfer traffic. As realtime multimedia applications spread and are supported,
their initial share of traffic will be low. In our models this can be represented
by rather low sending rates r; (few inelastic flows) and a high flow size factor
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¢ (many elastic flows). Interestingly, our results show that especially for this
combination the overprovisioning factors are the highest. Therefore, to support
the emerging realtime traffic applications, QoS architectures have their greatest
advantages.

4 Caveat

Both sets of models in this paper necessarily have their limitations because they
are based on analytical methods that by nature only allow a certain degree of
complexity to be still solvable. The influence of the network topology has been
neglected so far. Neither of the approaches uses a fully realistic traffic model that
accounts for packet sizes, realistic variability of the packet interarrival times and
SO on.

Discussions may go on ...

Model 1. Best-Effort Network Model

71  Total sending rate of the inelastic flows [pkts/s| (given)
t Flow size factor of the elastic flows [pkts] (given)
u1  Service rate of the inelastic traffic [pkts/s] (given)
w2 Service rate of the elastic traffic [pkts/s] (given)
B Queue length [pkts] {given)
ppe  Loss probability
ge Queueing delay |s
A1 Arrival rate of the inelastic traffic at the bottieneck {pkts/s]
Az Arrival rate of the elastic traffic at the bottleneck [pkts/s]
p  Utilisation of the queue

Z  Average service rate [pkts/s]

Equations
AL+ Ao
g= il (11)
p
\ \(
> b
pur o pe
o i—p B 12
PBE: — 1 pB_,_]_ P \12)
f— B+1 B
YE 1+BBH —(B+1)p
4BE = 7 {(i4)
1—-p 1—pB o
/\\[ =71 (13\\
£ 1
A = (J_6»
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Model 2. QoS Network Modei
p1  Loss prcbability of the inelastic flows
g1 Queueing delay of the inelastic flows [s}
p2 Loss probability of the elastic flows
gz Queueing delay of the eiastic flows [s]
p1  Utilisation of the queue with inelastic flows
p2  Utilisation of the queue with elastic flows
Equation (15) and
p1 = A1/ (17)
P2 = Ao/ piz (18)
/1 + po/u
g1 = __/_’__.._L.}_/_fl_z (19)
1- P1
G+pm) i, pit i
2 = = (20)
(I1—p1 —p1p2){(L—p1) 2
1= 1) N
plr—q—(———%-ofzf) (21)
1=p
(1-107 —‘,02) B A1 +)\2 )
= : iy 4 e} el (99
S (p1 + p2)B+1 oo+ 2 2 (22)
t 1
Ao = - (23)

g2-4/P2 1-—p2
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