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Abstract1
There are two basic types of interconnection agreements between providers in

the Internet: peering and transit. A decision every Internet network service pro-
vider (INSP) has to make is which other peering/transit INSPs to connect with.
The potential peering/transit partners differ (obviously) in the advertised routes
and they may differ quite drastically in the amount and type of costs (line costs,
exchange point related costs, settlement costs, administrative costs) as well as in
reliability and quality of service aspects. In this work, we discuss and solve prob-
lems in this context:

The first problem is finding the optimal set of peering and transit partners for
one INSP at one point in time given the routing information and the cost func-
tions of the potential peering/transit partners; different types of costs and differ-
ent cost functions are considered. Reliability issues are considered (for example
enforcing enough spare capacity to absorb the complete failure of one provider)
as well as quality of service constraints (e.g. enforcing a certain average AS-hop
count). This problem is formally described and solved with an optimal algorithm
and compared with heuristics.

Tariffs and traffic are in a permanent change, thus an INSP always has to
rethink whether his current choice of peering/transit partners is still optimal for
it or if it may be worthwile the administrative effort of changing some of its peer-
ing/transit agreements. The last part of this paper deals with this problem and
adapts the algorithm from the first part for this setting.

1 Introduction
The Internet consists of a huge number of networks operated by independent

providers. On the one hand, these providers compete for customers, on the other
hand they have to interoperate and interconnect their networks to offer world-
wide connectivity. Contrary to the situation on most telecommunication markets
there is no central authority in the Internet enforcing cooperation.

Providers compete in a market with a nearly transparent product like IP for-
warding and therefore are in deadly competition. They have to use existing
potentials for optimization and cost savings in order to survive. One of the big-
gest cost factors for Internet network service providers (INSP) are interconnec-
tion costs. For the German research network DFN as an example they are the
highest cost factor and much higher than e.g. the hardware costs. 

In this paper, we use decision theory and mathematical programming methods
to model the problem of finding the optimal set of peering and transit providers
for an INSP. We consider costs, reliability issues, quality of service and the fact
that traffic and tariffs are changing over time. We will show how the models can
easily and exactly be solved and evaluate their performance in extensive simula-
tions.

Before we proceed we first need to define some of the terms used continuously
in this paper:

INSP (Internet Network Service Provider):  INSPs are access providers that
connect private persons and businesses to the Internet and backbone providers,
that connect other access and backbone providers.

Interconnection:  An interconnection describes the connection between the net-
works of two different INSPs. We distinguish interconnections by their type and
their method (see Figure 1). 

The interconnection type is determined by how routes are exchanged and by
the financial settlement agreement. With the transit interconnection type one of
the INSPs (customer INSP) pays the other INSP (transit INSP) for the access to
all destinations in its routing table and for announcing the customer’s networks
entry in its routing table. 

With the peering interconnection type the two INSPs mutually provide access
to each other’s customers, typically without settlement [9], [10], [14].

The interconnection method describes how the physical interconnection
between the two providers is realized. There can be one or more direct connec-
tions between the two providers’ networks (direct line method) or an Internet
exchange point (IXP) can be used. An Internet exchange point is typically used
by a larger number of INSPs that are connected to a central router (exchange
router method), a central switch or LAN (exchange switch method) or a WAN
(exchange WAN method). The exchange switch and exchange WAN methods
are the ones typically found in large IXPs (LINX, DE-CIX, Parix).

1. This work is partly sponsored by the German research network provider DFN (Deutsches Forsc-
hungsnetz e.V., www.dfn.org) as part of the LETSQoS project (www.letsqos.de).
This work is also partly sponsored by the German academic foreign exchange office DAAD (Deut-
scher Akademischer Auslandsdienst, www.daad.de).



After this introduction, we present mathematical programming models for the
static optimization problem of finding the cost-minimal set of peering and transit
partners at one point in time. We take different aspects into account like concave
cost functions, reliability aspects (Section 3) and quality of service (QoS)
requirements (Section 4). We show how the different problems can be solved
exactly and evaluate the different models by extensive simulations. 

In Section 5, we show how the previous models can be extended for the
dynamic problem situation which is evaluating whether a given set of peering
and transit partners is still optimal considering changes in the traffic mix or cost
structure of the involved providers. Also considered are the administrative costs
of changing peering and transit partners. Again, the models are evaluated by
means of simulation.

Related work is discussed in section 6 and we conclude with a summary and
brief outlook.

2 Static Models for Optimal Interconnection
In this section, we present two mathematical programming models for finding

the optimal set of peering and transit partners for one INSP in the static case
which means at a certain point in time. We start with a basic model that uses lin-
ear volume dependent cost functions for the transit providers and fixed costs for

the peering providers. In section 2.2, the model is extended to all kinds of step-
wise linear cost functions including the concave cost functions that are com-
monly used in reality [14]. The model can be solved by standard MIP solving
techniques, we do so and use simulations to compare the results with heuristics
that very much resemble what providers do today. 

2.1 General Model
Finding the optimal transit and peering partners for one INSP is modelled by

the following general optimization model. We assume that there are R different
routes, the provider has a prognosis of the traffic for each route1 . There are J
transit providers offering transit service for all routes and I peering providers
offering peering for some specific routes. The optimization model tries to mini-
mize the costs which are fixed costs for peering partners and fixed costs plus vol-
ume dependent costs for the transit interconnections.

This problem is non-trivial because the selection of the best transit provider
generally depends on the amount of traffic exchanged with this provider. At the
same time the decision to peer with a peering provider or not depends on the
price of the transit provider and at the same time affects the transit price itself.
The problem can be modeled as a mathematical programming model.

The following indices, parameters and variables are used:

Indices2

i = 1, ..., I peering provider i.

j = 1, ...., J transit provider j.

r = 1, ..., R route r.

Parameters

traffic prognosis for route r.

fixed costs for an interconnection with peering provider i.

capacity of peering provider i.

set of routes offered by peering provider i.

Interconnection

Peering Transit Direct IXPLine

MethodType

exchange 
switch

exchange 
router

exchange 
WAN

Figure 1: Interconnection Type and Method

1. Please note that a route in the context of this paper is a non-overlapping aggregation of BGP routes. 
Typically each peering provider has one route (its own network) and there is an (I+1)th route for the 
rest of the Internet.

2. Unless otherwise indicated the indices always run from the bounds presented here.
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fixed costs for an interconnection with transit provider j.

cost function of transit provider j, costs are a function for
the traffic passing through provider j.

capacity of transit provider j.

Variables

amount of traffic for route r passed through transit provider
j.

for , amount of traffic for route r passed through
peering provider i.

binary variable, 1 if an interconnection to peering provider i
is made and 0 otherwise.

binary variable, 1 if an interconnection to transit provider j
is made and 0 otherwise.

Using a general cost function  the model is:

Minimize (1)

subject to

(2)

(3)

(4)

(5)

(6)

(7)

(8)

The target function (1) minimizes the fixed costs plus the volume depended
costs. Constraint (2) makes sure that the complete traffic demand  is satisfied
by the combination of peering and transit providers chosen. Constraints (3) and
(4) are the capacity constraints for peering rsp. transit. 

At the same time constraints (3) and (4) force the according binary variables
 and  to one if any amount of traffic is sent over the according peering/tran-

sit provider i/j. 
Constraints (5) and (6) are the non-negativity and (7) and (8) the binary con-

straints for the variables.

If the cost function is a simple linear function with price kj per unit of volume

(9)

then the model above can be easily solved with standard mixed integer pro-
gramming techniques [8]. However, typical transit providers charge a stepwise
decreasing volume dependent price as depicted in Figure 2. The model above can
be extended to allow these functions. This is presented in the next section.

2.2 Model with Stepwise Linear Cost Functions
2.2.1 Description

The following models enhances the previous one by introducting stepwise cost
functions. The problem here lies with concave cost functions, as the algorithm
has to start using the lower parts of the cost functions first.1
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 The following indices, parameters and variables are used:

Indices1

i = 1, ..., I peering provider i.

j = 1, ...., J transit provider j.

r = 1, ..., R route r.

m = 1,..., Mj part m of cost function of transit provider j.

Parameters

traffic prognosis for route r.

fixed costs for an interconnection with peering provider i.

capacity of peering provider i.

set of routes offered by peering provider i.

fixed costs for an interconnection with transit provider j.

Mj number of steps in the cost function of transit provider j.

 capacity of transit provider j.

lower volume limit of step m of the cost function of transit
provider j (see Figure 2).

k jm price per unit of volume in step m of the cost function of

transit provider j.

Variables

for , amount of traffic for route r passed through
peering provider i.

binary variable, 1 if an interconnection to peering provider i
is used and 0 otherwise.

amount of traffic for route r passed through transit provider
j.

traffic volume in cost function segment m of transit pro-
vider j.

binary variable, 1 if cost function segment m of transit pro-
vider j is used and 0 otherwise.

The problem can be described as the following mixed integer programming
model

Minimize (10)

subject to

(11)

 (12)

(13)

(14)

(15)
1. Unless otherwise indicated the indices always run from the bounds presented here.
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Figure 2: Stepwise decreasing cost function of transit 
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(16)

(17)

(18)

(19)

(20)

Target function (10) minimizes the total costs. In this model compared to the

basic model above, we use the additional variables  to keep track of how

much of the traffic of provider j is in segment m of its cost function. Constraint

(11) connects the variables  to the variables  of the same transit provider

j, the total amount of traffic that is divided among all routes has to be equal to the

traffic in all segments of the cost function. 

Constraints (12) and (13) make sure that the cost function segments are filled
up correctly: (12) limits the amount of traffic in one segment to the segment size,
for the highest segment (12) replaces the capacity constraint in the basic model
for the transit provider. For concave cost functions the higher segments would be
filled up first because of the lower volume costs and the minimizing target func-
tion. Therefore (13) is necessary, a higher segment of a cost function can only be
used if the lower segment is completely full.

Constraint (11) is the traffic demand constraint (see basic model), constraint
(15) is the capacity constraint for the peering providers. Constraints (16) to (18)
form the non-negativity and (19) to (20) the binary constraints for the variables.

The exact solution for this problem can be found using standard MIP solution
techniques like branch & bound with LP relaxation in combination with the sim-
plex algorithm or interior point methods [8]. 

2.2.2 Simulative Evaluation
We now evaluate the model with two heuristics by a set of simulations. 

Simulation Setup    We evaluate different scenarios, a scenario is specified by a
given number of peering providers, transit providers, routes, and an interval from
which traffic and costs for these providers rsp. routes are drawn. A scenario
instance  is created by randomly creating cost functions and traffic demand vec-
tors from the scenario specific parameter intervals. We create n=100 instances

per scenario, solve each instance and evaluate the average of the 100 instances.
The parameter intervals for the basic set of scenarios are given in Table1 and

Table 2. For the simulations, we assume that each peering provider offers one
route and always has enough capacity for that route. The traffic demand for one
route is drawn equally distributed from the “traffic demand for a peering pro-
vider’s route” interval. The BGP routes not covered by the peering providers’
routes are modeled with one additional larger route. The traffic for that route is
determined by the “traffic demand for the rest of the world” parameter. The fixed
costs for the peering providers are drawn from the “fixed peering costs” interval,
the fixed transit costs from the “fixed transit costs” interval. The variable transit
costs are drawn from the “variable costs” interval for the first step of the cost
function and then decrease in each further step as specified by the “degression”
interval. The transit capacity is drawn from the “transit capacity” interval and
split up evenly upon the different segments of the cost function.

Table 2 lists the 5 scenario dependent parameter ranges, we will evaluate all
possible 32 combinations of them. Each scenario has a number from 0 to 31. In
scenario s the parameter A from Table2 is used if the according bit in s is not set,
otherwise B is used. For scenario s=7 the parameter intervals A will be used for
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Description Parameter Interval

Traffic Demand for a Peering Provider’s Route [50, 1000]
Fixed Transit Costs [0.05, 0.5] times the total traffic 

Variable Transit Costs [0.5, 2.0]

Variable Transit Costs Degression [5%, 20%]
Number of Steps of the Transit Cost Function 5

Table 1: Parameter interval that are equal in all basic scenarios

Bit Description Parameter Interval A Parameter Interval B

1 Number of Peering 
Providers 30 60

2 Number of Transit 
Providers 15 30

4  Capacity of a 
Transit Provider [25%, 50%] of total traffic [75%, 125%] of total traffic

8 Traffic Demand for 
Rest of the World

30 x average traffic demand of 
peering providers’ route

15 x average traffic demand 
of peering providers’ route

16 Fixed Peering Costs [0.25, 2.5] times the traffic for 
routes of peering provider

[0.125, 1.25] times the traffic 
for routes of peering provider

Table 2: Parameter intervals that depend on the selected scenario



the number of peering and transit providers and the transit capacity (bits 1, 2, 4),
parameter interval B will be used for the traffic demand of the rest of the world
and the fixed peering costs (bits 8, 16).

We use the commercial MIP solver CPLEX [12] to calculate the exact solution
for the “optimal interconnection model” (OPT) from Section2.2. We compare
the solution obtained with two heuristics.

Description of the Heuristics    The first heuristic (H1) describes an evolution-
ary approach that could describe how a real INSP found his interconnection part-
ners: Go with the cheapest (or cheapest set of) transit providers first, then look at
all peering possibilities individually and evaluate each of them, if the saved tran-
sit costs from a peering possibility are lower than the costs for peering itself, then
peer, otherwise do not. The second heuristic (H2) is called the “peering slut”
heuristic: Peer with everybody, select the cheapest transit provider (or set of tran-
sit providers) for the rest of the traffic.

Performance Evaluation    We first compare the solution obtained by our
model with the solution obtained by the heuristics. Figure 3 shows the average
costs for each scenario based on n=100 instances per scenario, each of the algo-
rithms solved the same 100 instances per scenario. The costs are normalized to
the costs of the OPT algorithm. For the heuristics the according 95% confidence

Figure 3: Normalized Costs
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Figure 4: Peering/Transit Provider Ratio

Figure 5: Peering/Transit Traffic Ratio
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interval is also shown. It can be clearly seen that both heuristics lead to roughly
40 to 70% higher costs than OPT for all scenarios. H2 leads to a worse perfor-
mance than H1. This holds true for all scenarios.

The reason for the bad performance can be seen in Figure 4 and Figure 5 which
show the ratio of the number of peering providers per transit provider and the
amount of peering traffic divided by the transit traffic.1 H1 selects far too few
peering partners compared to the optimal algorithm and H2 selects too many. 

The results show that the OPT algorithm presented in this paper can save large
amounts of interconnection costs for all the different scenarios when compared to
two simple yet actually used real-world heuristics. The next question we investi-
gate is whether the computational complexity of the OPT algorithm might be an
obstacle for using it instead of the heuristics.

Evaluation of Computational Complexity.     If we define  and

 then the model 2.2 needs 

I(S+1) + J(2M+R) variables and (21)
I+2JM+R constraints. (22)

The time it took to solve an instance of scenario 0 on a machine with a 700
MHz Pentium 3 and 256 MB RAM is depicted in Figure 6. The number of peer-
ing providers I and transit providers J were increased as shown on the x-axis to
increase the complexity of the problem. As Figure 6 shows, OPT can be solved in
roughly 210 minutes for large problems with 900 providers. Given the fact that in
the real-world the problem has to be solved only rarely the computational com-
plexity is no obstacle for using OPT.

A further advantage of OPT is that it is based upon a MIP problem that can be
further extended in different ways as shown in the next sections. Some of these
changes would be very hard to incorporate into the heuristics. 

3 Adding Reliability Measures

3.1 Policies
Reliability is an important issue for INSPs, the model 2.2 can be extended in

several ways to also account for reliability. Reliability in this context is usually
the protection against the failure of one or more interconnections. Looking at the

simulation results above for the OPT algorithm if the biggest provider selected
from that strategy fails, there is not enough free capacity available from the other
interconnected transit providers to compensate the failure by routing the traffic
destined for the failed provider. We therefore discuss several ways of extending
the algorithm above.

Minimum Number of Transit Providers Policy    One easy reliability policy is
to interconnect with a minimum number  of transit providers to reduce the
dependency on each of them. This policy can be incorporated into the above
model by adding the following constraint:

(23)

The advantage of this policy is its ease of use, the disadvantage is that it does
not give any guarantees and fine-grained control.

Minimum Free Capacity Policy    Another reliability policy is making sure that
there is a minimum amount of free transit capacity available, e.g. a percentage 
of the total traffic. The free transit capacity is the sum of all capacities of the tran-
sit providers minus the used capacities of these providers. This policy can be
added to the above model 2.2 by introducing the following new parameter, vari-

1. The 95% confidence interval is shown for H2 and OPT, for H1 it is so small it cannot be 
depicted.
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ables and constraints1:

Parameter

the required fraction of free capacity from the total traffic.

Variables 

measures the free capacity of transit provider j.

Constraints

(24)

(25)

(26)

(27)

Constraint (24) limits variable  to the free capacity of transit provider j, (25)

forces  to zero if there is no interconnection with transit provider j. 

(27) enforces the minimum amount of free capacity. (26) is the non-negativity
constraint for the new variables.

This policy gives the decision maker a fine-grained control over the free capac-
ity. Its drawback is that if one interconnected provider who carries more than the
fraction  of the traffic fails, there is not enough spare capacity. This is avoided
by the next policy.

Anticipating Failure Policy    This policy is a modification of the last one and
makes sure that there is enough spare transit capacity if a single transit/peering
provider fails completely. It can be modeled by replacing constraint (27) with the
following constraints2:

(28)

(29)

Constraint (28) anticipates the failure of transit provider j, (29) does the same
for peering provider i.

3.2 Simulative Evaluation
In order to evaluate the reliability policies above we use again simulations. The

results presented here are based on scenario 0 but they are not significantly dif-
ferent for the other scenarios. 

In order to evaluate the reliability performance we calculate the free transit
capacity of the solutions obtained by the different policies as percentage of the
total traffic. The higher the free capacity, the more buffer remains if e.g. one pro-
vider fails. For each solution we also determine whether there would be enough
free capacity to carry the traffic of the biggest (peering or transit) provider if it
fails, we call this the robustness. The average results and the 95% confidence
intervals are depicted in the following figures as are the average costs of the solu-
tions obtained by the different policies. The figures also contain the reference
reliability and cost measures of the solution obtained for the same problems by
the unmodified OPT algorithm from above (0% robustness, 1.8% free capacity). 

Again we generated n=100 problem instances that were solved by the “Mini-
mum Number of Transit Providers Policy” (MT ), the “Minimum Free Capacity
Policy” (MC) and by the combination of the “Minimum Free Capacity Policy”
and the “Anticipating Failure Policy” (MCAF). The results for the “Anticipating
Failure Policy” (AF) alone are included in the results for MCAF with a minimum
free capacity of 0%.  

If we look at MT which has a parameter that can only be increased in steps of
one it can be seen from Figure 7 that the costs increase very quickly if the mini-
mum number of transit providers is increased. The cost increase of the MC and
MCAF policies are much smoother and more controlled (Figure 9). Figure 9 (and
again Figure 10 and Figure 11) also show that MC and MCAF lead to equal
results if the minimum free capacity demanded is 60% and higher. This is the
amount of free capacity necessary to be able to recover from a failure of the big-
gest provider in (almost) all instances so the constraints of AF no longer have a
significant effect on the solution.

If we analyse the reliability measures, the robustness increases quickly for MT
and MC; MCAF automatically leads to full robustness because of the AF con-
straints. The free capacity explodes for the MT strategy while it is obviously

1. And we now explicitly have to assume positive fixed costs for transit providers: lj
T > 0

2. If both policies are to be combined constraint (27) is kept.
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more controlled with the MC policy because the minimal free capacity is a
parameter of that policy. Because of the AF constraints in MCAF the free capac-
ity does not decrease for lower values of the minimum free capacity parameter.

The MT policy can be used to increase the reliability however as costs can
explode and the policy parameter only indirectly influences reliability metrics
like free capacity and robustness the MT policy cannot be recommended. The
MCAF strategy seems to be the best choice, it offers full robustness and full con-
trol over the free capacity. Its parameter is the minimal free capacity which can
be easily estimated by the decision maker. If the failure of the biggest provider is
unlikely MC can also be used. 

4 Awareness to Quality of Service
The quality of service achievable with its interconnections is also a typical

parameter an INSP wants to optimize. In this context, quality of service can be
mainly influenced by selecting interconnections such that the length of routes in
terms of AS hops is kept low. Apart from that, peering or transit providers could
be rated in some fashion with respect to the quality of service they usually offer
and the solution could take those ratings into account. We will focus on the more
objective measure of route lengths and now show several possibilities of extend-

Figure 7: MT - Costs

Figure 8: MT - Reliability
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Figure 9: MC and MCAF - Costs
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ing model 2.2 to be aware of the quality of service (QoS) that is achieved by the
interconnection policy chosen. These extensions can be combined with the ones
from Section3.

4.1 Strategies
The typical QoS metric used on the time-scale of interconnections is the aver-

age number of AS (autonomous system) hops for a route from the provider’s net-
work to the end-point. A lower number of hops correlates with lower delay and a
lower loss probability for the packets and thus a higher utility for the customer/
end-user. This is especially important for routes carrying traffic from realtime
multimedia applications and network games. Peering interconnections usually
offer a lower hop-count than transit interconnections because the traffic ends in
the peering network. This is in fact the main reason why some larger INSPs
accept peering with significantly smaller INSPs [14].

Peering Bonus    The easiest way of taking the lower hop count of peering pro-
viders into account is giving peering providers with QoS sensitive routes a bonus
bi that reduces their fixed peering costs and thus makes peering with them more
attractive. 

This can be done by replacing the parameter  with the new parameter

 in model 2.2 above. 

The advantage of this approach is its ease of use, the disadvantage is that the
parameter bi can be hard to estimate as it only indirectly influences the QoS. 

Hop Constraint    Another approach that gives the decision maker more control
of the QoS parameter hop count is adding an additional constraint for the average
hop count of the traffic. We introduce the following new parameters to model
2.2:

average hop count for traffic through peering provider i,
this is typically 1 for a peering provider.

estimation of the average hop count for traffic through tran-
sit provider j.

delay sensitivity of the traffic on route r, routes known to
carry delay sensitive traffic (e.g. to gaming sites) should
obtain a higher than average qr. qr is used as a weight when
determining the average hop count of the traffic. 

maximal average hop count allowed.

Figure 10: MC - Reliability

Figure 11: MCAF - Reliability
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The average hop count is

(30)

and we can add a new constraint to model 2.2 that limits H to :

(31)

Apart from the AS hop count any other QoS metric can be modeled with this
approach.

Instead of looking at the complete traffic this approach can be easily modified

to take into account only a subset of the routes. For more fine-grained prediction

of the hop count for transit providers  could be replaced by a route dependent

prediction  for route r through the network of transit provider j.

The advantage of this approach is that it gives the decision maker a finer con-
trol and with the maximum hop count an easy to understand design parameter.
The disadvantages are the higher number of parameters and the slightly higher
complexity of the optimization model with the additional constraint. 

Hop Count Penalty Costs Strategy    Decreasing the hop-count can lead to
quickly increasing costs (as shown later in the simulations). The hop constraint
strategy enforces a maximal hop count without respect for costs, the hop count
penalty costs strategy is similar but does not enforce a maximum hop-count with
a constraint but instead adds the hop-count with some penalty costs to the target
function. This allows a trade-off between decreasing the hop count (which typi-
cally leads to increasing costs as we will see in the simulations) and decreasing

the costs. It can be modelled with the parameters , ,  from above and by

adding (30) to target function (1) weighted with penalty costs .

4.2 Simulative Evaluation
In order to evaluate the QoS approaches we use simulations based on scenario

0 again, the results are not significantly different for the other scenarios. The hop
count for peering providers is set to 1 and for the transit providers it is drawn
equally distributed from the interval [3.0, 6.0]. 

The averages of n=100 problem instances and the 95% confidence intervals are

shown for the “Peering Bonus” (PB), “Hop Constraint” (HC) and “Hop Count
Penalty Costs” (HP) Strategies in Figure 12 to Figure 14. As reference the costs
and the hop count from the plain OPT model from Section 2.2 without any QoS
features are depicted, too.

With the PB strategy the costs increase only slightly and the hop count
decreases only slightly even if the peering bonus is 100% of the average peering
costs. The peering costs per traffic within on problem instance differ obviously
quite strong so that even if they are all reduced by an average amount many of
the peering providers are still not selected. This effect can also be seen in in Fig-
ure 4 and Figure 5 where even for the scenarios with lower peering costs (Bit 16
= 1) nearly as many peering providers remain unattractive as with higher average
peering costs (Bit 16 = 0). The reason lies within the huge interval size for the
traffic and for the peering costs.

The HC constraint offers direct control over the hop count which the other
strategies do not. As can be seen in Figure 13 the costs increase quickly for lower
hop counts. Decreasing the hop count by 36% to 2.4 costs roughly 38% more
costs while decreasing the hop count by 25% only costs 15% more costs. 

The HP strategy does not enforce a certain hop count but instead evaluates the
value of the decreased hop count (expressed by the penalty costs) against the hop
count. Therefore Figure 14 does not show the strong increase in costs as Figure
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Figure 12: Peering Bonus Strategy  - Costs & Hop Count
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13 while at the same time the hop count decreases nearly as much as in Figure 13.
To conclude, the influence of the PB parameter on the hop count is only an

indirect one and not strong, we do not recommend this strategy. If a certain max-
imum hop count is strictly given, the HC strategy has to be used, otherwise if
there is flexibility on the hop-count the HP offers the best way of modelling this
trade-off. HC and HP can also be combined, HC could be used to ensure that a
certain (higher) hop count is not exceeded while HP is used to further decrease
the hop-count without ignoring the cost-increase.  

5 Dynamic Model for Optimal Interconnection
The static models of section 2 to 4 can be used to calculate the optimal set of

peering and transit providers for one INSP at one point in time. This is useful for
a new INSP entering the market. An INSP that already has interconnections with
a number of peering and transit providers faces a slightly different problem: Is
the current set of peering and transit providers still optimal or is it worth chang-
ing interconnections considering the technical and administrative costs for estab-
lishing a new interconnection or cancelling an existing one?

We call this the dynamic problem and now show that the static models can be
easily extended for the dynamic case. Again, we evaluate our models by simula-
tions.

5.1 Adjusting the Static Models for the Dynamic Problem
For the dynamic case we now assume that there are interconnections to a set
 of the I peering providers and to a set  of the J transit providers. As the traf-

fic requirements and the cost functions of the providers change, the dynamic
problem is solved every period in order to find the new optimal set of providers.

There is typically some technical and adminstrative effort necessary for estab-
lishing a new interconnection that can be expressed by a cost term (transaction
costs). Also cancelling an existing interconnection typically involves some effort
that can be expressed by a cost term.

Penalty Costs Policy    The costs for establishing a new interconnection can be
expressed as penalty costs per period by dividing them by the number of periods
an interconnection is expected to last or by a typical amortization or planning
horizon. These penalty costs can be added to the fixed costs of the providers not
in set  rsp. . Similarly, the costs for canceling an existing interconnection
can be transformed into bonus costs per period that are substracted from the fixed
costs for the providers in set  rsp. . This gives an incentive to stick with the
current set of providers, we call this the penalty costs policy, model 2.2 is for-

Figure 13: Hop Constraint Strategy  - Costs & Hop Count

Figure 14: Hop Count Penalty Costs Strategy  - Costs & Hop Count

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

co
st

s 
/ r

ef
er

en
ce

 c
os

ts

ho
p 

co
un

t

maximum number of hops

costs

G
G

G
G

G
G

G
G

G
GGG

reference costs
hop count

;;;
;;;;

;
;

;
;;

reference hop count

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

 0  10  20  30  40  50
 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

co
st

s 
/ r

ef
er

en
ce

 c
os

ts

ho
p 

co
un

t

penalty costs [% of reference costs]

costs

G G G

G

G

G

G

reference costs
hop count

;
;

;

;

;
;

;

reference hop count

;

G

;

G

Θ θ

Θ θ

Θ θ



mally extended the following way:

Parameters 

The set of peering providers that an interconnection exists
with in the beginning of the current period.

The set of transit providers that an interconnection exists
with in the beginning of the current period.

for all , the (per period) penalty costs for establishing
a new interconnection with peering provider i.

for all , the (per period) bonus for not canceling an
existing interconnection with peering provider i.

for all , the (per period) penalty costs for establishing
a new interconnection with transit provider j.

for all , the (per period) bonus for not canceling an
existing interconnection with transit provider j.

Parameters  and  are replaced by  rsp.  which are defined as

 = +  for  and = -  for 

= +  for  and = -  for 

The advantage of this policy is that the static models are easily extended this
way and the involved cost terms can typically be estimated quickly and easily.

Limiting Change Policy    Another policy for dealing with the dynamic problem
would be limiting the amount of change (new interconnections and canceled
interconnections) per period reflecting the limited technical capacities for these
changes in a period or the risk of change the provider is ready to take. We call
this policy “limiting change policy”, it is more complicated to add to model 2.2:

Parameters

, see above.

W maximum allowed number of new and cancelled intercon-
nection agreements in this period.

Additional Constraints

(32)

Constraint (32) limits the allowed number of changes. The left hand side of
constraint (32) counts the binary y-variables that are 1 if an interconnection to
provider i/j is made for all providers  i/j that no previous interconnection agree-
ment existed with and adds all cancellations of interconnection agreements by
counting the zeroes in the binary y-variables of the providers i/j with which an
interconnection agreement existed with in the last period.

5.2 Simulative Evaluation
For the simulative evaluation we create n=100 problem instances. To simulate

the dynamic environment we simulate p periods per instance, to the beginning of
each period the amount of traffic and the capacity of the providers growth and the
fixed and variable costs vary. The range of the changes is shown in Table3 and
Table 4. As in Section 2.2 we analyse different scenarios were either option A or
B from Table 4 is used. If option “All Providers Available at Beginning” is used,
all the providers are available for an interconnection agreement at period 0, the
only change in that simulation is the traffic, capacity and cost change. If this
option is not chosen, 25% of the providers are not available in period 0 and
become available in a random period of the simulation (each period has the same
probability). 

We now first evaluate the dependency of the results of each policy on the
parameters of the policy for scenario 7 and then compare all of the policies for
each scenario.
Dependency on policy parameters    We start with analysing the average num-
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Growth of Traffic per Route per Period [15%, 25%]
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Table 3: Parameters for all scenarios

Bit Description A B

1 Number of Periods p 20 40

2
Change of Fixed Peering Costs / Period
Change of Fixed Transit Costs / Period

Change of Variable Costs / Period
[-20%, +5%] [-10%, 0%]

4 All Providers Available at Beginning Yes No
Table 4: Scenario dependent Parameters
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ber of changed interconnectios and the probability of a period without any
changes. These change metrics are depicted in Figure 16 for different parameter
W that limit the number of allowed changes per period for the limiting change
policy (LC).1  We can see that the probability that no change occurs in a period
remains low independent of W . The LC policy allows a number of changes each
period and thus equally distributes the amount of changes over all periods. This
leads to the low probability as seen in the figure. The amount of changed inter-
connections per period obviously decrease with W. The costs of LC are shown in
Figure 15 and increase by only 6% if W is decreased from 6 to 1.  

For the penalty cost policy (PC) the penalty costs were calculated as a constant
percentage of the fixed peering rsp. transit costs for establishing a new or cancel-
ling an existing interconnection. For penalty costs of up to 100% the probability
that no change occurs increases almost linearly while at the same time the
amount of changes per period decreases (see Figure 18). At the same time the
costs increase slightly (see Figure 17). This is a nice result, the PC can influence
the amount of change better than LC. However, if penalty costs reach 100% the
amount of change is no longer decreased even for very high penalty costs. The
conclusion is the the amount of change seen for high penalty costs is the change
that is necessary (e.g. choosing a new transit provider) because traffic demand
exceeds the capacity of the existing interconnections. There is a strange effect in
the cost function Figure 17 which has a maxima at 80%. We have no explanation
for this phenomenon.
Evaluation of the different Scenarios    Figure 19 shows the average costs of
the unmodified algorithm from 2.2, the PC policy with 50% penalty costs, the LC
policy with W=2 and the combination of PC and LC for all scenarios. The costs
can differ up to 20% between the policies. No policy leads to clearly lower or
higher costs than another in all scenarios. As shown in Figure 20 the combined
policy leads to the fewest changes, followed by PC and LC. The unmodified
algorithm does not control change and thus leads to the highest change rate. The
probability of a period without any changes is generally lowest for the LC policy
and the unmodified algorithm (see Figure 21). For the other two policies the
probability is significantly higher.

To conclude we can recommend using PC or the combination of PC and LC.
Using LC alone or no policy at all leads to higher changes and not necessarily
lower costs. The combination of PC and LC seems to be the most robust policy.

1. Again the average over n=100 problem instances and the 95% confidence interval are shown.

Figure 15: Limited Changes Policy  (LC) - Costs

Figure 16: Limited Changes Policy (LC) - Change Metrics
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Figure 17: Penalty Cost Policy  (PC) - Costs

Figure 18: Penalty Cost Policy (PC)  - Change Metrics
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Figure 19: Average Costs (absolute)

Figure 20: Number of Changed Interconnections
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6 Related Work
The are two basic types of work about interconnections, game theoretic and

decision theoretic works. This paper is an example of decision theoretic work, the
optimal decision of one INSPs is analysed under a ceteris paribus constraint
which effectively means that it does not anticipate possible reactions of the other
parties involved. The game theoretic works focus on the anticipation of possible
reactions of competing INSPs and typically model the optimization problem
itself in less detail.

Game theoretic works are [2], [4], [5]. The rationales behind peering decisions
for commercial INSPs and for academic research networks are analysed in [2],
the focus lies on analysing competition and business stealing effects. 

[4] and [5] concentrate on the economics of direct line interconnections assum-
ing that IXs are congested and there are thus incentives to move away from them
and that INSPs differentiate based on connected content providers. [4] discusses
direct line interconnection agreements between INSPs that compete for custom-
ers in the same area while [5] discusses the same for INSPs that do not compete
for customers in the same area.

An interesting work related to the game theoretic works is the “Peering Simu-

lation Game” [15] where the participants play providers and negotiate intercon-
nections.

Decision theoretic works are [6], [11], [1] and [13]. [6] is part of MPRASE
(Multi-Period Resource Allocation at System Edges) [7], a mathematical frame-
work that describes and solves all kind of resource allocation problems at the
edge between two networks. [6] discusses (among other things) the selection of
the cheapost provider or the cheapest combination of providers from the cus-
tomer of an INSPs point of view (which could be another INSP). Similarly to
Section 5 a dynamic problem with multiple periods is investigated. The approach
however is fundamentally different to this paper. [6] makes one decision in the
first period about the combination of providers used for the rest of the planning
horizon while in Section 5 a decision is made at the beginning of each period.
Also the models [6] contain less complex cost functions and no reliability and
QoS issues.

While this paper discusses an interconnection problem in the current best-
effort Internet, [11] presents an interconnection problem for a future QoS sup-
porting Internet, where DiffServ [3] is used as QoS mechanism. The paper stud-
ies how the cost of quality for different QoS networks characterizes the optimal
resource allocation strategies of the DiffServ bandwidth broker. 

[1] presents a MIP model for finding the cost-minimal placement of a given
number of interconnection points within the topology of an INSP once the deci-
sion to interconnect is made. Similar and also taking the switch/router placement
(network design) problem into account is [13]. 

7 Summary and Outlook
In this paper we presented several optimization models for interconnections

between providers. We started by presenting models and solution algorithms for
the static interconnection problem which is finding the cost-optimal set of peer-
ing and transit partners for one provider. In simulations we showed that our
approach is far superior to typical real-world heuristic approaches. 

Next we presented and discussed several ways of extending our models to take
reliability issues into account. Besides reliability, quality of service can also an
important aspect for a provider. We presented and discussed several quality of
service strategies for the models. In the last part of the paper we showed how to
extend the static models to the dynamic problem which is evaluating whether a
given set of peering and transit partners is still optimal considering changes in the
traffic mix or cost structure of the involved providers. We also considered the
administrative costs of changing peering and transit partners and evaluated dif-

Figure 21: Probability of Period without Change
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ferent approaches in simulations.
The results of this paper are models, algorithms and recommendations for dif-

ferent reliability policies and QoS strategies for interconnection decisions from
the point of view of one provider. We plan to extend this work with a case study
based on real data from one provider.
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