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Abstract 

At present, the probability of selecting "the Peer next 
door" as an overlay neighbour in Kademlia is fairly 
small. Prior research has been concerned with reducing the 
lookup latency by means of proximity neighbour und route 
selection, but focused on recursive routing algorithms. 

This work leverages location data about peers und ex- 
tends Kademlia's iterative routing algorithm to reduce 
cross-network trafJic at the level of the distributed hash ta- 
ble. Evaluation with real-world measurement data gives 
evidence that locality of trafJic tends to reduce lookup la- 
tencies as well. In turn, mechanisms that aim ut reducing 
lookup latencies do not necessarily reduce cross-network 
trafJic to the same extent. 

1 Introduction 

Peer-to-peer (P2P) accounts for more than 50% of to- 
day's Internet traffic [8, 91 and represents a huge cost for 
Intemet sewice providers (ISPs). Because many broadband 
users subscribe to fiat rate tariffs, they stay online for long 
periods of time and have no incentive to limit their band- 
width consumption. For instance, Steiner et al. [19] report 
that 40 % of the peers in Kad have an online time of at least 
5 hours per day; still 20 % are online for more than 10 hours, 
and some sessions last as long as 78 days. 

These users generate a disproportionately high load on 
their ISP's network. ISPs view this as a threat to their busi- 
ness models as they are forced to upgrade their network in- 
frastructure without making extra money from it. 

Locality mechanisms attempt to alleviate this problem 
by keeping the largest possible fraction of P2P traffic in- 
side an ISP's network. To this end, they take into account a 
peer's position in the underlay network instead of commu- 
nicating with peers from arbitrary locations. In addition to 
reducing expensive cross-network traffic, this approach has 

clear benefits for users in that it considerably reduces the 
time required for file downloads [2], for instance. 

Until now, locality algorithms have been applied at the 
content distribution level of P2P applications [2, 231. This 
paper focuses on a complementary approach: DHT-level lo- 
cality. 

We consider the Kademlia [ l  11 DHT due to its iterative 
lookup algorithm. (Iterative routing is used in currently de- 
ployed DHTs such as Kad [20] and Azureus [5].) In con- 
trast to recursive routing algorithms, the initiator of an iter- 
ative lookup is in continuous control of the lookup process. 
When receiving candidates for the next hop, the initiator can 
examine their proximity attributes and then select the best 
Peer from a set of peers considered reasonably equivalent in 
terms of the overlay (XOR) metric. 

As there is a vast array of conceivable definitions of un- 
derlay proximity, we introduce an abstraction called under- 
lay metric. For any pair of peers, an underlay metric permits 
the calculation of a cost value that expresses how desirable 
it is for the given two peers to communicate. This abstrac- 
tion allows the selection of an underlay metric that best op- 
timises routing for the specific needs of the respective ap- 
plication. For instance, previous work defined proximity in 
terms of round-trip time to reduce lookup latencies [16]. In 
this paper, we introduce an underlay metric that achieves lo- 
cality of DHT traffic by preferentially routing to peers from 
the Same ISP. 

The iterative nature of Kademlia's lookup algorithm im- 
poses limits on how the proximity attributes of a Peer can be 
determined. When a large file is to be downloaded, the ad- 
ditional delay and traffic caused by querying a spccial node 
for the nearest peers is negligible. Yet this mechanism re- 
quires far too many queries and considerably increases the 
lookup latency when applied to iterative routing. Similar 
problems arise with those approaches to reducing lookup la- 
tencies that require that probe messages be sent to the peers 
in consideration. In order not to increase lookup latencies, 
only underlay metnc implementations that return the cost 
value without time delay are suitable for iterative routing. 



To the best of our knowledge, previous work on DHT 
proximity considered only recursive routing and had the 
lookup latency as the sole optimisation goal. The contri- 
bution of this work is as follows: 

1. We extend the routing table and iterative routing al- 
gorithm of Kademlia to take into account information 
provided by an underlay metric. In doing so, the struc- 
ture of Kademlia and its key properties related to the 
stability of the overlay are maintained. 

2. We devise a Cluster underlay metric that queries a local 
copy of the MaxMind GeoIP database [I01 for the ISP, 
region, country, and continent of peers. This informa- 
tion is then used to calculate a cost value that reflects 
geographic proximity. We also implement Vivaldi [4] 
for the class of network coordinate algorithms based 
on round-trip time observations. 

3. We evaluate the proximity algorithms together with the 
underlay metrics in simulations with 10,000 peers. The 
scenario follows observations of the Kad network [20], 
and the underlay model uses real-world round-trip time 
measurement data [3 ] .  Our results show that the Clus- 
ter underlay metric significantly reduces cross-network 
traffic and that lookup latencies Lend to be reduced as 
well. 

We begin by discussing related work in Section 2 and 
giving background on Kademlia in Section 3. Section 
4 introduces our generic proxirnity algorithms and Sec- 
tion 5 shows how we use a novel Cluster underlay met- 
ric to achieve locality of traffic. Section 6 describes a 
measurement-based underlay model and the scenario used 
for the evaluation, the results of which we discuss in Section 
7. Finally, Section 8 indicates future work and concludes 
this Paper. 

2 Related Work 

There has been a substantial amount of work on re- 
ducing the end-to-end path latency in DHTs by consid- 
ering neighbourhood proximity in recursive routing, e.g. 
[l ,  6, 7, 15, 16, 241. However, we are not aware of prior 
studies that contrast the applicability of underlay metrics in 
iterative routing (as it is being used in Kademlia). 

Gummadi et al. [20] analyse the effect of the overlay ge- 
ometries used in different DHTs on the flexibility in choos- 
ing neighbours and routes in the overlay network. They 
classify techniques that use information about the underlay 
into three categories, according to where the techniques are 
applied in the DHT: 

Proxirniry Neighbour Selection (PNS) selects the peers 
to be saved in a peer's routing table according to the 
cost computed by the underlay metric. 

Proximity Route Selection (PRS) applies to the routing 
algorithm and selects peers with a low cost in the rout- 
ing process. 

Proximity Identifier Selection (PIS) refers to choosing 
Peer identifiers to reflect the peers' positions in the un- 
derlay network. As this implies issues with load bal- 
ancing, Gummadi et al. did not pursue this approach, 
and neither will we. 

Focusing on recursive routing and assuming ideal con- 
ditions, Gummadi et al. provide a general overview of the 
performance that can be achieved with PNS and PRS, in- 
dependent of the mechanisms that are used to implement 
them. Their analysis reveals that PNS offers a better la- 
tency improvement than PRS, whereas each of them can 
significantly improve the lookup latencies of a plain DHT. 
However, combining PNS and PRS results in only a small 
performance boost compared to PNS alone. 

Rhea et al. [17] carry out an emulation-based analysis 
of several sampling techniques for PNS under Peer tumover 
in the Bamboo DHT. These methods consist of discover- 
ing new entries for the routing table in different ways and 
taking round-trip time samples to deterrnine the suitability 
of each of the discovered peers. While these methods can 
also be applied to PNS in Kademlia, we argue that in this 
framework, actively discovering new routing table entries is 
largely redundant: as routing in Kademlia is iterative, many 
potential candidate entries come in dwing normal opera- 
tion. In contrast, these methods cannot be applied to PRS, 
as iterative routing prohibits taking round-trip time samples 
during the lookup to select the next hop. Furthermore, these 
approaches optimise routing for latency, but do not exercise 
the control needed to achieve locality of traffic. 

3 Background on Kademlia 

Each Kademlia Peer owns a unique identifier i E 
( 0 ,  1}160. Distances in the overlay network are expressed 
in terms of the XOR metric. They are roughly equivalent to 
the length of the common prefix of two identifiers. 

3.1 Routing table 

For each order of distance, each Peer keeps a bucket 
with contact information about k other peers. (This infor- 
mation is also called a contact.) If the peer's identifier is 
i = a l a z . .  .also, then each bucket j, j = 1..160, may 
contain up to k contacts with identifiers blbz . - . b160 where 
bk = ak for 1 5 k < j and bj # aj .  That is, each Peer 
has one bucket for all peers with the first identifier bit being 
different from its own, another bucket for the first bit being 
the same but the second bit different, and so On. k is to be 
chosen to provide resilience under Peer turnover. 



3.2 Routing algorithm 4.1 Proximity neighbour selection 

The operation to look up the data item associated with a 
key c E (0, 1)160 in the DHT proceeds as follows ("close" 
refers to the XOR metric): 

1. The initiator of the lookup selects the k contacts from 
its routing table that are closest to C. 

2. It then sends concurrent request messages to the clos- 
est contacts from this set that have not yet been 
queried. At most a: messages may be in transit at the 
same time. 

3. If the receiver of a request message possesses a copy 
of the requested data item, it returns it to the initiator. 
Otherwise, it retums the k contacts from its routing 
table that are closest to C. 

4. If a reply message with the requested data item arrives 
at the initiator, the lookup terminates immediately. 

5. If a reply message contains further contacts, the ini- 
tiator inserts them into its set of the k closest contacts 
currently known, throwing away the most distant con- 
tacts, and then continues at step 2. 

6. If a timeout occurs, the lookup resumes at step 2. 

7. If no request message is in transit and all k closest con- 
tacts have been queried, the lookup terminates; there 
seems to be no data item that corresponds to the key C. 

4 Proximity Algorithms for Kademlia 

This section briefly outlines our PNS and PRS algo- 
rithms for Kademlia. Their main goal is to improve rout- 
ing with respect to the underlay without making structural 
changes to the overlay. In particular, all key characteris- 
tics of Kademlia, such as stability in the presence of Peer 
turnover, have to be maintained. To this end, we define 
equivalence relations on the overlay metnc, and use an un- 
derlay metnc to select the best Peer from a set of equivalent 
contacts. 

The proximity algorithms described in this section work 
with any underlay metric that cornplies with the definition 
from Section 1. That is, the algorithms are implemented to 
use an abstract underlay metric interface that consists of a 
function i n t  cos t  (sender,  r ece ive r )  . The value 
retumed by this function estimates the expense of a message 
sent from sender to r ece ive r  and must be calculated 
without time delay. Specific implementations of this inter- 
face will be discussed in Section 5. 

PNS aims at keeping the contacts with the least cost in 
the routing table. As the capacity of each bucket is limited 
to k contacts, a new contact with low cost that is to be added 
to a full bucket replaces a contact with higher cost. 

The contacts saved in the buckets of a Plain Old Kadem- 
lia (POK) routing table are essentially random. The only 
requirement is that the contacts' overlay identifiers be con- 
sistent with the prefix of the respective buckets. Applying a 
cost function to the contacts of a bucket corresponds to mak- 
ing a choice between contacts that are considered equivalent 
by the routing table, and thus does not alter the correctness 
of the bucket's entries. 

Each Kademlia peer continuously learns of new peers 
from incoming requests as well as during own (iterative) 
lookups. For this reason, we do not implement additional 
algorithms to actively search for better peers, but rather opt 
for a passive strategy that sirnply retains the best peers seen 
so far by Kademlia's built-in mechanisms. Consequently, 
this PNS algorithm does not cause additional traffic. 

Given this replacement strategy, an attacker that manages 
to forge its cost value has higher chances of intruding into 
the routing tables of other peers. Underlay metrics that rely 
on data supplied by the sender of a message are vulnerable 
to this kind of attack. However, if the receiver calculates the 
cost value with its own data, attacks can only come from 
close peers, as Pe r s  from distant locations are penalised by 
the underlay metric. This effectively results in  better protec- 
tion than in POK, which does not distinguish the underlay 
location of peers. 

4.2 Proximity route selection 

The objective of PRS is to route queries to peers with 
low cost. Such an objective results in a trade-off between 
the overlay distance between peers, which is measured in 
the XOR metric, and the underlay distance, which is mea- 
sured by an underlay metric. While the overlay distance ex- 
presses the distance to the information that is being looked 
up, the underlay distance gives an estimation for the cost of 
communication. 

As routing in Kademlia is iterative, the initiator of a 
lookup determines each hop. It chooses the contact with 
the least cost from a set of contacts that it considers equiv- 
alent with respect to the overlay metric. For simplicity, we 
define to be equivalent the k currently known closest peers 
to the lookup destination. Thus, in step 2 of the lookup al- 
gorithm from Section 3.2, the lookup initiator chooses not 
the closest contact, but rather, the contact with the least cost 
as the next hop. 

We will now analyse the correctness and complexity of 
this approach. First, we note that the set of the k clos- 



est peers can be Seen as a window that moves toward the 
lookup destination. Both POK and PRS select from this 
set the next Peer that will be queried. While POK always 
queries the Peer that is closest (in the XOR metric) to the 
lookup destination, PRS queries the peer with the least cost. 
The reply to a request roughly corresponds to the contents 
of a queried peer's bucket. As we have seen above, the con- 
tacts contained in a bucket are equivalent in that their iden- 
tifiers all share thc prefix of the bucket, which is at least onc 
bit longer than the prefix of the previous hop. Close to the 
lookup destination, some buckets of the queried peers might 
not be full, given that fewer than k peers exist with the pre- 
fix of the bucket. In order to return k contacts, a queried 
Peer will then select peers from other buckets as well, lead- 
ing to some peers not being one more prefix bit closer than 
the previous ones. However, this effect occurs independent 
of n, the number of peers. It follows that the PRS routing 
algorithm has the same lookup complexity as POK, that is, 
O(1og n) hops. 

Kadernlia benefits from so-called random bit improve- 
ment [21]. This refers to the probability of a bucket contain- 
ing a contact that improves the common prefix to the lookup 
destination by more than the one bit guaranteed by the pre- 
fix of the bucket. For instance, Stutzbach et al. [21] report 
an average improvement of 5.7 bits per hop with k = 20. 
Our heuristic of always selecting the contact with the least 
cost limits this effect and leads to more messages being 
sentl. This can be tolerated, however, as long as sending 
many low-cost messages does not exceed the cost of send- 
ing a single message that Covers a larger XOR distance. 

5 Underlay Metrics 

An underlay metric provides information about the un- 
derlay network to the algorithms of the overlay network. 
Having described proximity algorithms that use the abstract 
underlay metric interface in Section 4, we will now turn to 
implernentations of this interface. 

The goal of an underlay metric is to optirnise routing ac- 
cording to the needs of a specific application. For instance, 
routing could be optimised to maxirnise the locality of traf- 
fic, reduce the latencies of lookups, prefer cornrnunication 
with peers that have high-bandwidth connections, or avoid 
routing to untrustworthy peers. 

To achieve one or more of these goals, an underlay met- 
ric has several possibilities to base its calculations on. 

First, it can use data gained dunng its own measure- 
ments. However, as routing in Kademlia is iterative, 

Table 1. Calculation of the Cost Value in the 
Cluster and Vivaldi Underlay Metrics. 

Region 
Cluster Country 

Continent 
World 

Vivaldi World RTT 

the cost value has to be calculated without noticeable 
time delay. Thus, when a cost value is requested for a 
previously unknown peer, the underlay metric imple- 
mentation cannot send extra probe messages in order 
to determine, for instance, the round-trip time. Instead, 
it may return a default cost value, if appropriate. Other- 
wise, another type of implementation has tobe chosen. 

Cost 
0 

Underlay Metric 

The second possibility is to make use of data provided 
by correspondent peers. For instance, network coor- 
dinates as used by Vivaldi [4] (to which we will come 
back later in this section) can be appended to the con- 
tact information that is already contained in the mes- 
sages exchanged by POK. External means are possibly 
necessary to secure this approach against the attacks 
detailed in Section 4.1. 

Peers located in same... 
ISP 

Finally, a Peer can use a local database to look up 
information about other peers. For instance, such a 
database could contain a mapping from IP address 
ranges to ISP networks. 

In the following, we introduce a novel Cluster metric 
that looks up geographic information about peers in a lo- 
cal database to achieve locality of traffic. We furthermore 
give an ovewiew of Vivaldi, which predicts round-trip times 
based on network coordinates. Table 1 summarises the way 
both underlay metrics calculate cost values. 

Vivaldi has been devised to reduce lookup latencies, 
which is not the primary optimisation goal of this Paper. 
We discuss Vivaldi, nevertheless, to demonstrate how it can 
be used as an underlay metric even though it requires ex- 
change of network coordinates. Furthermore, we will show 
in Section 7 that low latencies do not imply locaiity of traf- 
fic. 

5.1 Cluster 

'By giving full pnority to the underlay metric, the bit improvement of 
a hop is now bounded below by the minimum bit improvement of all k 
closesi contacts. In contrast, POK always achieves the maximum available 
bit improvement. 

In order to provide for locality of traffic, the Cluster un- 
derlay metric needs to obtain geographic information about 
peers. With GeoIP [10], MaxMind offers a downloadable 



database that associates IP addresses with geographic infor- 
mation such as the latitude and longitude, ISP, region, and 
country. 

When a Peer needs to calculate the cost for routing to a 
given peer, it looks up the distant peer's IP address in a local 
copy of the database. If the local and distant peers share the 
same ISP, we assign the least cost (C = 0). The cost is 
increased by one if both are not located in the same ISP, but 
only the same region (C = 1). The cost for peers located in 
the same country (C = 2), the same continent (C = 3), or for 
peers having nothing in common at all (C = 4) is calculated 
analogously. 

The primary intention of the Cluster underlay metric is 
to keep the largest possible fraction of messages inside the 
subnet of the peer's own ISP, and send the least possible 
amount of messages to peers on other continents. However, 
it is often reasonable to assume, for instance, that the la- 
tencies between peers within the same ISP are lower than 
the latencies between peers that are just located in the same 
country. Thus, by applying the Cluster underlay metric, in 
addition to ensuring locality of traffic, one is likely to reduce 
lookup latencies as well. 

5.2 Vivaldi 

In Vivaldi [4], each peer maintains a network coordinate. 
A peer's network coordinate locates it in a multidimensional 
round-trip time space. Initially, all network coordinates are 
random. Each time a Peer measures the round-trip time to 
another peer, it updates its own coordinate with knowledge 
of the measured round-trip time and the coordinate of the 
distant peer. In our implementation, round-trip times (in- 
cluding processing time at the distant peer) are observed 
when regular lookup messages are sent and the correspond- 
ing replies are received by the initiator of a lookup. 

Knowledge of a distant peer's network coordinate allows 
a peer to estimate the round-trip time to the distant peer. We 
embed network coordinates into regular messages, along- 
side information that is already exchanged in POK, e.g., the 
overlay identifier and the IP address. Thus, each time a Peer 
learns of another peer, it automatically receives its network 
coordinate as well. 

When a Peer needs to determine the next hop in a lookup, 
it already knows the network coordinates of all candidate 
peers. Their round-trip times can now be estimated with- 
out time delay and are used by the Vivaldi underlay metric 
as cost values. If regular lookup messages are sent suffi- 
ciently often, no additional messages need to be exchanged 
for round-trip time measurements. However, the size of 
rnessages increases to carry the network coordinates of the 
peers mentioned in the message. 

6 Methodology 

Having discussed proximity algorithms and two exem- 
plary underlay metrics, we Want to evaluate the extent to 
which they permit the achievement of locality of traffic. 
This section details the design of our experiments. 

While an evaluation could be carried out on a distributed 
test-bed or by modifying the client software of a deployed 
P2P network, these approaches have strong limitations in 
our context, and so we resort, instead, to simulation. The 
Iimitations are exemplified by the PlanetLab [I41 testbed, 
which consists of about 800 nodes-too few for the anal- 
ysis of a P2P network [18]. Furthermore, the geographic 
distribution of PlanetLab's nodes does not appear to be rep- 
resentative for currently deployed P2P networks. Similarly, 
measurements in the Azureus or Kad networks, for instance, 
are only feasible with locally modified client software. Due 
to Kademlia's iterative routing, the PRS routing algorithm 
can easily be implemented in a measurement client. In con- 
trast, PNS requires that the routing tables of all participants 
be rnodified so that they are effective on the contact lists re- 
tumed by queried peers. This means that we would not be 
able to use PNS when evaluating in a deployed DHT. We 
suspect, however, that the use of PRS is sensible only in 
conjunction with PNS. 

For all these reasons, we implemented Kademlia and our 
extensions in PeerfactSim [13], a large-scale P2P simula- 
tor developed at Technische Universität Darmstadt. Section 
6.1 gives an overview of its novel underlay model, which 
integrates a large amount of measurement data in order to 
realistically model the delay, jitter and packet loss proba- 
bility between hosts. Section 6.2 describes the simulated 
scenario and contains further implementation details. 

6.1 Underlay Model 

In order to reflect the network characteristics of the In- 
ternet, we integrated measurement data from two Intemet 
measurement projects, CAIDA [3] and PingER 1221, into 
our simulation framework PeerfactSim. 

The data taken from the CAIDA Macroscopic Topology 
Project consists of 40 GB of round-trip time measurements 
from 20 monitor hosts distributed all over the word, to about 
400,000 destination hosts. In order to allow for an efficient 
simulation, we applied Global Network Positioning [12] to 
place the monitor and destination hosts into a multidimen- 
sional Euclidean space. With each host being characterised 
by a point in this space, the delay between any two hosts 
can be predicted using an adequate distance function. 

The MaxMind GeoIP database allows us to look up the 
IP addresses of the destination hosts and find out their ge- 
ographic position, i.e., continent, country, region, and ISP. 
The location data of peers can be used to set up simulation 
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Figure 1. The measured and predicted round- 
trip time distribution as seen from three dif- 
ferent locations in the world. 

scenarios with a precise geographic distribution of peers. 
We furthermore use the measurement data of the IEPM 

PingER Project to fix packet loss probabilities and inter- 
packet delay variations (jitter) depending on the geographic 
location of the sender and receiver. 

As an illustration of our results, Figure 1 depicts the 
round-trip times predicted by our underlay model and the 
measured round-trip time distribution for the Intemet as 
Seen from three CAIDA monitors that have not been used 
in constructing our underlay model. We observe that the 
predicted round-trip time distribution accurately matches 
the distribution measured by the monitor hosts. Moreover, 
it can be Seen that the round-trip time distribution varies 
substantially and qualitatively in different locations in the 
world. We believe that this characteristic is not accurately 
captured by network topology generators. 

6.2 Experimental Design 

The goal of our evaluation is to determine the extent to 
which locality of traffic can be improved by making use of 
the Cluster and Vivaldi underlay metrics. To this end, we 
compare POK to the underlay metric-enabled variants that 
make use of PNS and a PNS+PRS combination. 

In order to evaluate the underlay metrics in a scenario 
that is close to reality, we find it is essential to consider a 
realistic geographic distribution of peers. In a measurement 
study of the Kad network, Steiner et al. [19, 201 observed 
a Peer distribution from which we derived our scenario2 
(Figure 2). Additionally, we model Peer turnover accord- 
ing to a Weibull distribution that has been observed in the 

'1n contrast to [201, our simulation does not include peers from South 
Korea as no data was available in our underlay model. The percentage o f  
missing peers has been allocated to the remaining countries. 
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Figure 2. Histogram of the geographic distri- 
bution of the peers used in our experiments. 
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Figure 3. The Course of the simulation. 

Same study. The protocol Parameters of Kademlia are Set to 
k = 20, b = 2, and o = 3. Finally, we disable caching of 
data items on peers other than the k peers that are closest 
(in the overlay metric) to the lookup destination. 

The sequence of the simulation scenario is depicted in 
Figure 3. We set up the Kademlia network with 10,000 
peers during the first hour. Each Peer initially obtains a Set 
of 100 entirely random contacts to fill its routing table. It 
then Starts to look up data items in regular intervals of 10 
minutes. The keys to be looked up are selected following 
a Zipf distribution from a pool of 10,000 data items. With 
Peer turnover enabled, the simulation runs for five hours, af- 
ter which we take six hours to cany out our measurements. 

7 Evaluation 

To summarise the results of our simulaiion, we first note 
that all variants of Kademlia achieved lookup success rates 
of around 99.9%. In order to render the measurement re- 
sults about the respective underlay metrics comparable, we 
tuned the length of message timeouts in the simulation so 
that on average, each underlay metric causes the Same cost 
in terms of messages sent per lookup. As POK chooses hops 
optimally with respect to the overlay metric, the number 
of messages is generally lower than what can be achieved 
with underlay metrics enabled (by one third in our simu- 
lation). However, in the following, we will show that the 
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Figure 4. The distribution of messages sent Figure 5. The average latencies of successful 
during data lookups. data lookups. 

geographic distribution of message receivers is far from op- 
timal in POK. 

Figure 4 plots the geographic distribution of the mes- 
sages sent during data lookups. Almost 60 % of the traffic 
caused by POK is intercontinental, and less than 15 % of all 
messages are sent to peers in the same country. The fraction 
of messages that are exchanged within the peer's ISP is less 
than 3 %. 

As Vivaldi optimises routing for latency reduction, one 
might be inclined to guess that it will find many low-latency 
peers in the same ISP. However, our analysis shows that this 
is not true. The number of messages sent to intercontinen- 
tal peers by Vivaldi is only half as many as those sent by 
POK, but the highest growth can be observed in the mes- 
sages exchanged between peers in the same country and on 
the Same continent. Although this already considerably re- 
duces the load in intercontinental backbones, still more than 
90 % of all messages leave the ISP's subnet. 

In this regard, the Cluster metric with only PNS performs 
better than Vivaldi. This is evident from the fact that in the 
former, more than 20% of all messages do not leave the 
ISP's network and the fraction of intercontinental and con- 
tinental messages is lower. Yet the Cluster metric obtains 
its best result with a combination of PNS and PRS. With 
PNS+PRS, more than 40 % of all messages remain in the 
ISP's network, and less than 6 % are sent through intercon- 
tinental backbones. 

The geographic message distributions of both Vivaldi 
and the Cluster underlay metric display the same behaviour 
with regard to PNS and PNS+PRS (although not shown for 
Vivaldi): While PNS already results in an improvement, the 
performance of both can be further ameliorated by addition- 
ally making use of PRS. 

In contrast, this result is not valid for the latencies of 
successful data lookups as shown in Figure 5. While PNS 
reduces the lookup latencies of POK by 66 % with either 
underlay metric, the improvement from PNS to PNS+PRS 
is only marginal. Similarly, the performance of the underlay 
metrics themselves does not differ significantly. 

In the absence of figures for the DHT fraction of the traf- 
fic caused by currently deployed P2P networks, we cannot 
predict how much ISPs would benefit from reduced cross- 
network DHT traffic if existing applications used location- 
aware routing. In general, this largely depends on how an 
application makes use of the DHT. In (future) applications 
that require frequent lookups, the traffic caused by the DHT 
might be considerable in contrast to applications that make 
use of the DHT as a fallback system only. 

As to the Cluster underlay metnc, several issues are Open 
for improvement. First, the ISP data of MaxMind's GeolP 
is a commercial offering. In order to enable deployment in 
an open-source P2P network, this data could be collected 
by the community. For instance, each User could configure 
the P2P software by indicating his own ISP. However, this 
Comes at the cost of the security issues discussed in Section 
4.1. Second, the size of ISPs, regions, and countries is not 
equal. For instance, there are regions in the US that are 
larger than all of Germany. We feel that a community-based 
approach offers the opportunity of collecting more precise 
data that could even further improve locality. 

8 Conclusion & Future Work 

This work applied proximity neighbour selection (PNS) 
and proximity route selection (PRS) to iterative routing. We 
devised PNS and PRS algorithms for Kademlia and showed 



that they maintain Kademlia's structural properties. The al- 
gorithms d o  not require a special selection of bootstrapping 
contacts and work with a passive neighbour discovery strat- 

An underlay metric parameterises the PNS and PRS al- 
gorithms to optimise routing toward a specific goal. We  
considered locality of traffic and introduced a novel Cluster 
underlay metric that prioritises peers from the Same ISP. 

An evaluation based on Intemet measurement data and 
a scenario derived from observations of the Kad network 
contrasted the performance of the Cluster underlay metric 
and Vivaldi. We found PNS+PRS to offer no significant 
advantage in terms of the lookup latency, but to massively 
improve the locality of traffic when compared to PNS alone. 
While Vivaldi and the Cluster metric reduce the lookup la- 
tency of Kademlia to the Same extent, the Cluster metric 
oulperforms Vivaldi when it Comes to locality of traffic. We 
were able to show that low latencies d o  not imply locality of 
traffic. Furthermore, we  showed that locality of traffic can 
be implemented without negatively impacting the lookup 
latencies. 

We conclude that embracing the peer next door is  indeed 
a promising approach. Users of the P2P application benefit 
from lookup latencies that have been divided by three, and 
Internet service providers can reduce their costs because 
40 % of the lookup traffic does not leave their domain. 

The use of the PRS routing algorithm for Kademlia is 
not limited to locality. Depending on the needs of the ap- 
plication, other underlay metrics, o r  a combination of them, 
can be used to optimise routing toward other goals. For 
instance, the underlay metrics could strive for "trusted rout- 
ing" or select peers with high-bandwidth connections pref- 
erentially. 

We are currently enhancing the routing algorithm to 
incorporate a tunable trade-off between the underlay and 
overlay metrics, the trade-off being the number of messages 
incurred by neglecting the XOR metric versus the optimisa- 
tion of routing achieved by applying an underlay metric. 
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