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Abstract—Large-scale packet queueing and scheduling is the
basis for today’s Quality of Service (QoS) in computer access
networks, especially to achieve guaranteed high throughput and
low latency. While highly performant fixed-function ASICs offer
sufficient functionality for most data center use-cases, as of
today, they cannot support all functionality required for access
networks, e.g., QoS-aware packet queueing.

In this poster, we present an FPGA-based architecture for
network packet queueing optimized for residential and mobile
Internet access networks.

Index Terms—FPGA, Network Function Offloading, QoS,
Queueing, Traffic Shaping, AQM

I. MOTIVATION

In our previous work, we investigated the capabilities of
P4-programmable hardware for Internet service creation [1],
[2]. One main finding was the lack of traffic shaping support
in programmable switches. In mobile and residential Internet
access creation, it is required to separate customers from
each other. Therefore, for each customer (commonly up to
200,000), a queue, sufficient packet storing memory, and
advanced scheduling logic is required. One promising alterna-
tive to fixed-function ASICs are FPGAs, which have already
proven their viability for network function offloading [3].

II. PROPOSED DESIGN

Building on these requirements, we propose an FPGA
design, realizing massive packet queueing. Concretely, we
utilized a Xilinx Ultrascale+ FPGA with external DDR4
memory for packet buffering. A pipeline, described in Verilog,
processes every ingressing packet: 1) Packets are classified,
and a queue ID is assigned. 2) The packet is stored in the
external memory. For this, a shared memory concept was
chosen, i.e., a physical address is allocated dynamically for
every packet, and the memory is not segmented by the logical
queues. 3) The packet address in the external memory and its
length are stored in an FPGA-internal data structure, as shown
in Figure 1. For this, a linked list data structure is realized,
consisting of two memories: the first memory, queues_mem,
holds a pointer on the first and last packet in each queue.
The second memory, buckets_mem, consists of the list entries
pointing at each other. 4) A scheduler pops packets from this
queueing data structure, considering the rate limits and QoS
rules to be met. 5) Finally, a transmission module reads the
packet from the external memory and sends the packet on an

~\

( queues_mem: ] ( buckets_mem:
| first: | last: len: |addr: |len: |next:
0| — — — o|— — | —
1| — |/=— [ — ™ 1|oxofo0 |942 |0x04 |
2 [ 0x01 0x03 2007 2| — — | —
3| — | — [">=15L3|0x0000|763 |oxff 5
4| — | — | — | |4]|ox0800 |302 |0x031
_ J . J

Fig. 1: FPGA-internal packet-queue data structure.

Ethernet port. For this, the stored packet length is required, as
otherwise, the actual packet length can not be determined.

Our evaluation results prove this approach as a viable and
flexible alternative to currently used ASIC-based solutions,
providing the necessary performance for current and future
Internet access networks. In experiments up to 100 Gbit/s
link speed, we observed zero unexpected packet loss, and
achieved a low and deterministic latency if the configured rate
limit is higher than the link speed. In the case of built up
packet queues, we observed the expected scheduling behavior.
Energy usage measurements have shown a base consumption
of ~23 Watt, and a throughput dependant consumption of
~0.1 Walls “which is much lower compared to software-
based solutions.
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