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Abstract

Market forces are the most effective mechanism to fairly and efficiently allocate resources among competing ser-
vice requests. However, for distributed resources, the implementation of a coherent market mechanism can be com-
plex and costly. In this paper, we present the design and prototype implementation of a distributed resource allocation
system that allows to apply flow-based market mechanisms to a network domain. The system design guarantees a
constant execution complexity and an extremely simple layout of internal nodes. All relevant intelligence is located in
the edge systems. We explain how the system can be used to realize various types of market mechanisms and show the
potential for efficient implementation by means of lab experiments using the system prototype. This work is based on
earlier conceptual proposals and theoretical analysis. It is focused on the system design and implementation aspects,

as well as on questions of detail, which are usually ignored by existing theory work.

1 Introduction

The current Internet consists of a large number of forwarding resources (links and routers) and offers a best-effort
transmission service to end systems. Despite many research proposals, there is only limited explicit resource alloca-
tion deployed inside the networks forming the Internet. Basically, the networks rely on cooperation between end sys-
tems to fairly share resources by using TCP for data transmission and consequently employing the inherent
congestion control algorithms implemented in TCP. However, there are several limitations in this basic model that
currently restrict the usage of packet-switched networks for different applications, such as business-critical, real-time
or multimedia applications that impose stringent performance requirements on the underlying infrastructure. First,
the basic TCP-based model cannot offer quantifiable a-priori guarantees of traffic performance and second, it does not
allow to control the resource allocation and differentiate between service requests beyond treating every flow as
equal.

The usual solution to this problem is given by QoS technologies, which employ some kind of differemtiased,
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tive resource allocation. Numerous proposals have been published throughout recent years and some of the more
prominent examples are briefly presented and discussed in section 2. In this work, we investigate a solution that uses
a radically different principle, much more in line with the original TCP-based mechanisms, to provide for predictable
traffic performance and service differentiation. The system essentially allocates transmission resources by means of a
distributed resource market. Based on earlier conceptual work in this direction, we study the detailed challenges for
the overall system design by means of an experimental software prototype. Thereby, this work also complements
existing theoretical analysis and simulation results that already indicate many interesting characteristics of such a sys-
tem.

The paper is organized as follows. In the next section, we review previous and related work. Based on this, the
details of the problem statement are explained in section 3 and solutions are provided in section 4 by presenting the
design and implementation of an effective and resource-efficient market-based resource allocation system. section 5
contains an overview about the technical experiments that have been carried out with this prototype, so far and section

6 summarizes the paper and discusses topics for future research.

2 Related Work

The discussion of related work is structured according to the different aspects of resource allocation in packet-
switched networks. We begin by discussing prominent QoS proposals and then specifically look at those employing
edge-based admission control. Afterwards, some background information on distributed resource markets is given

before the specific topic of pricing and charging for network services is discussed.

2.1 QoS Proposals for the Internet

The last fifteen years have seen a tremendous amount of research on how to provide network QoS for large-scale
internetworks as the Internet (see [1] for a recent overview). In particular, this research also manifested itself in stan-
dardization efforts, particularly within the IETF (Internet Engineering Task Force). The first comprehensive architec-
ture being proposed was the so-called IntServ (Integrated Services) architecture [5]. IntServ is built on a rather
traditional style of proactively reserving resources per session, thus basing upon the call paradigm known from con-
nection-oriented telecommunication networks. As a signalling protocol, the Resource reSerVation Protocol (RSVP)
[7] was proposed to allocate resources according to the IntServ service model [4, 20] on a per-flow and per-hop basis,
in its first version. Due to doubts about the scalability of the IntServ architecture because of the per-flow operation,
another architecture called DiffServ (Differentiated Services) was put forward [6]. DiffServ explicitly excluded per-
flow treatment within the core of DiffServ domains, but operates on a small number of behaviour aggregates by giv-
ing them differentiated forwarding behaviour in interior network nodes and controls entrance to DiffServ domains by
appropriately conditioning traffic at its ingress. While the scalability characteristics of DiffServ are certainly better
than for classical IntServ, it needs to be mentioned that the power of a DiffServ domain to give strict QoS guarantees

heavily depends on complex strategies to overprovision the network correctly [7].
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Both IntServ and DiffServ have seen numerous enhancements from their basic architecture to alleviate some of
their respective problems (see again [1] for a very up to date overview). However, both of them can be considered
proactive approaches where the current network state is not taken into account, at least on small (say round-trip time)
timescales. However, as is discussed and to some degree shown practically in this paper integrating feedback and
interpreting it as economic signal may be a more efficient, yet working alternative. In particular, the open issues with
respect to integrating charging mechanisms into technical proposals like IntServ and DiffServ could also be circum-

vented.

2.2 Edge-based Admission Control

Our architectural choice is for edge-based admission control, that is, we assume independent domains providing
QoS for elastic and in particular inelastic traffic flows by using admission control gateways located at the edges of
these domains. We are not the first to follow this technical architectural paradigm, yet the different proposals (includ-
ing ours) differ very much in their details and in the way they are analysed, whether being based on theoretical, exper-
imental or just conceptual considerations.

In [8], Kelly et al. describe a system similar in concept to what they propose in [9]. The difference between these
two is that in [8] an admission control gateway does the probing for the end systems whereas in [9] this functionality
is distributed to the end systems. The authors regard the latter step as a refinement, however, these two proposals
could also be viewed as independent evolution paths. The analysis of the system of admission control gateways in [3]
is based on modelling and simulation and therefore abstracts from many real-world issues. While it is not the only
goal and would from our perspective be a restricted view, our work could also be seen as an experimental validation
of the theoretical insight from [8]. From a technical point of view, our system is simpler, because it does not require
explicit probing.

A DiffServ framework for edge-based admission control is described in [10]. It allows for traditional as well as
measurement-based admission control. The measurement-based part is based on packet marking at core routers. In
contrast to our work, the feedback is generated per-flow while in our case it is aggregated per path. Furthermore, the
proposed marking schemes are not evaluated, neither theoretically nor experimentally, in their interplay with admis-
sion control schemes, owing to the purely conceptual nature of [10].

In [11], Knightly et al. present an egress-based admission control architecture based on monitoring traffic charac-
teristics per path at egress nodes. These measurements are based one-way per-packet delay measurements, which is
all but trivial. Such measurements then allow to make an admission control decision based on the concept of statisti-
cal traffic envelopes. The core network is viewed as a black box and in contrast to our work gives no feedback on the
current network load. Yet, with minimal load feedback as provided in our system proposal, the admission control pro-
cedure can be made much more simple and robust.

All related proposals presented here are similar to our work, in that they carry out admission control at system
edges. Nevertheless, as discussed, there are a number of differences in the design details. Only the proposal(s) in [8,9]

consider the network domain as a distributed resource market and none of the proposals combines technical admis-
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sion control with appropriate dynamic pricing.

2.3 Distributed Resource Markets

In a seminal paper, [12] brought the economic elegance for congested resources to the attention of the network
research community, in their so-called "Smart Market" approach. However, being a centralized solution to the inher-
ently distributed problem of allocating resources to users in the Internet, it could only be viewed as a conceptual pro-
posal to show the theoretically achievable benefits of such a scheme if it could be implemented in the Internet. In
particular, the NP-hard nature of multi-dimensional and combinatorial auctions [13] was neglected in the original
proposal. In fact, our proposal can be viewed as a distributed approximate solution to this problem with a very low

complexity.

2.4 Pricing and Charging for Network Services

Earlier work has studied the problem of charging for network services in the context of traditional, proactive net-
work QoS systems. For example, [14] presents a system to enhance RSVP signalling for intra-domain cost allocation
and inter-domain charging signalling. On the other hand, the work in [15] reports about building an auction model for
signalled resource reservation and studies the transactional problems associated with multiple resources along a path.
In [16], the concept of &uaranteed Stream ProvidéGSP) is introduced, which forms the basic theoretical blue-

print for the system presented in this paper.

3 Problem Statement and Overview

As illustrated in the previous section, existing work indicates that it is well feasible to consider a system of network
forwarding resources as distributed market and achieve stable and predictable rate allocations by means of market
forces. The major goal of this work is to investigate how these basic findings can be used for actual system design and
to provide solutions for problems of detail. In this context, we focus on long-lived flows with rather stable transmis-
sion rate requirements. There are mainly two types of applications that we have in mind. On one hand, multimedia
communication services often have only limited capabilities to adapt to changing transmission performance. On the
other hand, aggregated traffic, for example in a VPN environment, often has strict minimum transmission require-
ments, but benefits from additional transmission rate, if available. Similar to earlier proposals, the system uses binary
packet marks to encode an aggregated load signal into the packet stream, which is then interpreted at system edges.

For several reasons, it seems impractical to realize a global distributed resource market across the Internet. First,
this would require a global, strictly uniform understanding of the meaning and implications of packet marking algo-
rithms. This level of algorithmic homogeneity between networks is very unlikely in the Internet. Second, faulty end
systems might corrupt the stability of the resource allocation and compromise the robustness of the system. In this
case, it is very hard to handle the resulting liability questions. Third, only the receiver of a packet stream encounters

marked packets while only the sender is eventually capable of adjusting the sending rate. This creates a severe trust
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and security problem, because either receivers must only receive packets from trusted senders, or the sender must be
held responsible for the marking rate observed at the other end of the transmission path. For these reasons, the system
presented here operates on the scope of a network domain and provides a traditional signalling interface to clients and
adjacent networks.

Any kind of proper market mechanism achieves stability by converging towards an equilibrium of supply and
demand. Nevertheless, additional regulation is likely necessary to ensure system stability in times of excessive or
unstable demand and to fulfil regulatory requirements for general access to basic services. Again, this problem can be
solved by carrying out technical admission control and traffic regulation at system edges. However, the location and
particular details of such components then have to be considered.

To fully utilize available resources, it might be useful to offer load-adaptive traffic regulation, instead of always reg-
ulating incoming traffic according to a fixed sending rate. Nevertheless, the resulting excess traffic must not prohibit
resource allocation to new flows. Any kind of reactive resource allocation system can only observe the load that is
caused by actual traffic. If senders do not fully utilize their rate allocation, there is a potential for overbooking, since
unused but already allocated rate is not accounted for when accepting new requests.

A signalling protocol is needed to communicate with clients of the system, as well as between edge gateways. It is
highly beneficial to align signalling procedures to existing signalling protocols to simplify inter-operation with end-
to-end signalling and to enable the reuse of available technology.

Finally, there are subtle problems associated with setting an appropriate price. Assuming a fixed charge per marked
packet introduces two practical problems. First, when each marked packet is associated with a fixed price, the total
price for any given transmission rate is finite, because forwarding capacity is finite. If the price elasticity of users
exceeds this finite price, the network faces uncontrolled and excessive demand. Second, depending on the details of
the packet marking scheme in place, it is not always clear whether the overall marking probability reflects the packet
length and whether that is desirable (which in turn depends on the routers’ processing cost compared to the links’
bandwidth cost). In any case, a fixed price per mark might open the possibility for arbitrage by choosing appropriate

packet lengths.

4 System Design and Implementation

Many aspects of the implementation design, for example the choice of the basic signalling protocol, are not gov-
erned by fundamental requirements, but rather chosen according to their practicality for implementation, experimen-
tal investigation, and later deployment. The system requires two bits in the IP packet header, such as the ECN bits
[17]. The terminology of ECN is adopted for the presentation and the prototype actually uses these two bits. However,
the abstract system design is of course not bound to using these specific bits. For example, it could as well be imple-

mented using two other bits from the available space of DiffServ code points [18].
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4.1 Overview

The system is domain-oriented witbhad control gatewaysat the edge of the network reacting to signalling
requests and carrying out admission control, traffic regulation and path load estinational nodeonly perform
packet forwarding on a first-in first-out (FIFO) basis and mark packets depending on the current load situation. Gate-
ways operate in the roles of battigressandegresgyateways, depending on the direction of traffic flows. An ingress
and an egress node connected through a routing path in the network are peenedhe price setting and distribu-
tion functions are logically decoupled from the rest of the network control system. They can be implemented as sepa-
rate components or collocated with load-control gateways. A price distribution protocol and a price setting framework
have been specified and implemented [19], but are not discussed here in detail. Figure 1 presents the different roles of
system components along the transmission path. Note that the admission control decision can be carried out at either
the ingress or the egress gateways. In both cases it is necessary to exchange signalling information between the egress
and ingress gateway.

Ingress gateways control traffic on a per-flow basis through (modified) token bucket regulators and egress gateways
collect load information on a per-peer basis by inspecting the packets arriving from the network. No specific precau-
tions are taken to control the delay of packet transmissions other than the overall goal of keeping the queue lengths as
short as possible. It is well possible to combine this system with specific scheduling regimes, though. In general, there
are multiple scenarios to employ this system. First, the admission control part of the system can be separately applied
to a dedicated service class, for example in the framework of DiffServ. Alternatively, the full system might be used to
manage resources of a common traffic class and to offer distinguished services to certain traffic flows, using only
admission control or a combination of admission and flow control. Further, the system also can be employed in a

multi-path routing scenario by considering the endpoints of each routing path as virtual peers.

4.2 Packet Marking
We distinguish between two basic types of marking algorithms according to the different load signal that is

encoded in the packet stream. A threshold-based marking (TBM) algorithm marks all packets when the forwarding

price setting and distribution
(centralized or distributed)
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Figure 1: System Overview
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rate at a resource exceeds a certain threshold. Otherwise, no packets are marked. For edge systems, the packet stream
carries a binary signal, which is set to one when any resource along the path is loaded beyond its local threshold. Note
that on the flow time-scale that is being considered for this work, marking algorithms such as AVQ [20] and VQ [8]
essentially operate like threshold-based marking. This has been experimentally verified in [21]. The other type of
algorithm is load-based marking (LBM) [22], which marks packets with a probability that depends on the relative for-
warding load. Since only a continuous marking signal provides enough information to derive load-based prices, the
system uses linear LBM for this purpose.

Depending on the overall scenario, packet marking may need to be combined with a differentiated dropping algo-
rithm to discriminate between packets from registered and unregistered flows. This is described and investigated in

[21], but not described here in further detail.

4.3 Admission Control

The egress gateway observes the relevant information for load estimation. Incoming packets which have the ECT
bit set are classified to determine the sending peer (ingress). Then, per-peer statistics containing the number of pack-
ets, number of marks and number of bytes, as well as the duration of the observation interval, are updated. This infor-
mation is used by the admission control procedure to estimate the relative load along a transmission path as the
fraction of marked packets from total packets received during a recent time period. A new request can be admitted, if
this fraction does not exceed a certain thresifal@he nature of the system being reactive requires that a safety mar-
gin must be accounted for by this admission test, because there is a feedback delay between the actual load situation
in the network and the installation of a new request, and vice versa.

Further, there exists a potential problem of unnoticed overbooking. If sources send less traffic than initially negoti-
ated, the observed path load does not account for the unused but booked capacity, which might lead to excessive over-
booking. It might be beneficial to allow a controlled amount of overbooking, therefore the admission test includes a
parameter to configure the relative amount of overbookingl betthe estimated relative load along a transmission
path,c the total booked transmission rate anthe actual used rate. The adapted estimated relativelload is then cal-

culated as
T:|x%1+55§-1% (2)

with 3 O [0,1] determining the relative influence of booked but unused capacity. A small valfied®notes an
optimistic system configuration in which the potential overbooking is largely ignored and a large veBudeiootes
a conservative setting. Note that this calculation implicitly assumes that the overbooking situation at multiple gate-
ways is roughly similar, otherwise a more complicated mechanism is needed. The actual allepehds on the
behaviour of traffic sources and can probably only be determined by long-term observations of an operational system.

Such observations could then allow to devise a much more sophisticated and statistically tractable estimator than (1).
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4.4 Pricing and Charging

When employing load observations and admission control per path of the network, a dedicated time-based price
can be calculated from the aggregated load observation per path. A number of pricing schemes can be built using very
little information. As presented in the previous section, the number of packets, marks, bytes and the measurement
duration is available. Some possible pricing schemes are presented below, followed by a discussion about service

charging.

4.4.1 Static Mark-based Pricing

When setting a fixed price per markthe load-dependent price per transmission rate can be calculated as

axmxr (2)

P(r) = BT,

with r being the transmission ratiebeing the average packet length, antbeing the number of marks during the
last measurement periadT his however requires the notion of an average packet length, which is not always obvious
and further, because of the fixed price per mark, might not be sufficient to always protect the network from excessive

demand.

4.4.2 Dynamic Mark-based Pricing
To handle increasing demand in (2), the price per mark can be adjusted iteratively by increasing it whenever the

demand reaches a critical threshold. Alternatively, a load-based price pea'mark  can be calculated as

axp
p—m

a = for p>m 3)

with manda as above, angd being the number of packets during the last measurement period. Thereby, in theory
the price per mark continuously goes to infinity with increasing network load, while in reality it is discrete because of
the discrete number of packgtsand number of markm. In reality, it is also bounded by the fixed transmission
capacity of the network. Of course, if all packets would be marked, that jis=ifn, (3) cannot be used any more.

However, this situation is effectively avoided by the technical admission control described in section 4.3.

4.4.3 Rate-based Pricing
Itis also possible to set the price corresponding to both the packet,ratel the byte rate, of a request. The pric-

ing function then looks like

y'xXroxm o'xr_xm
P(ry ) = —p—+ —2 @)

withm, panda' as abovey being analogousaito |, biibing the number of bytes during the last measurement
period. Since this price has components for the packet rate and the byte rate of service requests, it can effectively pro-
hibit the potential arbitrage discussed in section 3. Also, since the pricing function goes to infinity when the network

load increases towards a critical value, it can be used to protect the network from overload, except if a faulty client
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ignores the price.
Since the other two pricing functions can be realized by counting packets respectively marks, they can be imple-
mented without load control gateways. The price function (4), however, also takes into account the transmission rate

in bytes per time unit. This information is available at egress gateways without extra execution cost.

4.4.4 Service Charging

The most recent price information is distributed via the separate price distribution protocol [19]. The system is built
on the assumption that an arriving service request indicates the client's consent with the recently published price. A
service auction can be implemented, for example by starting with a very high price and reducing it over time. The
higher each client’s perceived value from completing the service, the earlier it accepts the published price. However,
separate price and service request channels introduce a problem. Since the price distribution protocol can hardly be
made fully reliable, it would be necessary to associate an incoming service request with the most recent price by

means of the request signalling protocol. This problem is postponed to future work.

4.5 Adaptive Traffic Regulation

One of the system’s goals is to offer a load-adaptive service to clients, that is, clients can request a basic service
rate, but might be allowed to exceed this rate, if network capacity is available. A modified version of the token bucket
algorithm is used to control the amount of traffic entering the network. A standard token bucket regulator (TBR) is
characterized by depthand rate and the amount of available tokeris calculated for each packet transmission as

thew = Min(ty q+ T xr,d)

with T being the time interval between the current and the previous packet. To offer a load-adaptive service, similar
to other proposals, we propose Adaptive Token Bucket RegulatiGhlrBR) algorithm which additionally includes a

scaling factos. The amount of tokens is then calculated as

thew = MiN(ty g+ Txrxsd) with s = /—\I;S (5)

for admission control thresholt, path load, and a smalt >0

The scaling factosis determined by the estimated load along the path and allows to temporarily exceed a request’s
basic rate allocation when the network is lightly loaded. It is however necessary to avoid the system to be fully loaded
with excess traffic from scaled token buckets, because load control gateways cannot distinguish between regular traf-
fic load and such excess load. If scaling of ATBRs were not limited, the excess traffic could increase the network load
above the admission control threshold. Incoming requests would then be rejected, although resources are still avail-
able in principle. In order to maintain priority of incoming service requests, the admission control thraghaids
a small safety margiais divided through the current relative load estimatiamd used as scaling factor for the token
buckets.

To explain the basic rationale for the adaptation of the scaling factwwnsider the operation of the linear LBM

algorithm at internal nodes. Assuming that the sum of basic rate allocations is less than a certain fraction of the capac-

10
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ity (expressed through the admission control threshold), then at the same time, this is true for the sum of all scaled
rate allocations, as well. In other words, the maximum amount of marks that a flow is responsible for, is implicitly
bounded by the initial service request, which conforms to the goals of the pricing schemes presented in section 4.4.
Fairness between multiple flows is obviously given, because each flow’s service rate allocation is proportional to its
requested rate.

The scaling factos is never set below 1, such that any flow can always exploit its negotiated rate. Therefore, it is
not necessary to use the adapted estimated load from (1) for adaptive traffic regulation, because booked traffic auto-

matically displaces excess traffic by increasing the relative path load.

4.6 Signalling

RSVP [23] is an IETF QoS signalling protocol that is well-suited to incorporate appropriate extensions to imple-
ment the control path of the system for admission control and market-based resource allocation. RSVP is a receiver-
initiated setup protocol for simplex flows and each RSVP instance on a router administers the respective outgoing
link in the direction of the flow. In the context of this market-based resource allocation system, the egress gateway
thus reports load information towards the ingress and the ingress carries out admission control. A new message object

is used to transport load information from egress to ingress gateways, specified as:

LOAD_REPORT ::= <packet count> <mark count>
<byte count> <time interval>
<hop count>

The information contained in this object describes the load situation along a path through the total number of pack-
ets and the number of marks received during a recent time interval. The number of transmitted bytes and the length of
the observation interval are reported, as well, such that the ingress gateway has precise information about the trans-
mission rate during the observation interval. This information is necessary to carry out the adapted load estimation (1)
and, more importantly, to relate the load situation to the actual usage rate for pricing function (4) introduced in sec-
tion 4.4.3. While it would be possible for the ingress gateway to measure the transmission rate locally, it would then
also be necessary to associate the measured transmission rate with the corresponding load situation which is observed
at the other end of the network domain. This complexity can be avoided by reporting the full information from the
egress gateway, which has to inspect all incoming packets anyway. The hop count is needed to compute the estimated
average load, which is not discussed here in detail.

All information included in the load report, except the hop count, is gathered from a kernel-level observation mod-
ule. ALOAD_REPORT object is included into each reservation message sent from an egress to the respective ingress
gateway. If no reservation message is transmitted for a certain period of time, the egress sends periodic messages to
report the current load situation to the ingress. These reports are transmitted as a dedicated message type, termed
Load message and contain the egress gateway’'s RSVP_HOP information and the current load situation in a
LOAD_REPORT object. Periodic load reporting is a fallback mechanism for times of little signalling activity and
ensures that the ingress gateways always have proper load information to adjust the setting of the adaptive traffic reg-

ulation as described in section 4.5. Additionally, all packets carrying signalling messages are marked with the ECT

11
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bit and are subject to load measurement and marking at internal nodes. Thus, periodic load reporting generates a
small traffic stream, which allows to observe load information, even when no other traffic is present between peers.
Thereby, a gateway has at least some load information available at the very beginning of the next busy period. In the
prototype, the RSVP daemon is extended to create and process the above protocol elements and to appropriately

interact with the gateway kernel-level module, which implements the actual handling of data packets.

4.7 Prototype Implementation

The signalling, admission control and load reporting functionality is implemented in the framework of the publicly
available KOM RSVP implementation [24]. The data path modules are implemented in the ALTQ software frame-
work, which is publicly available, as well [25]. The price setting and communication modules are implemented in
Java. Load control gateways communicate with the price setting components through the COPS protocol [26]. End
systems run an integrated QoS manager for price and QoS signalling, which is also implemented in Java. The system
has been developed and tested in a mixed configuration of FreeBSD and Linux. The extensions presented here will
also be published as open-source software. To our knowledge, no such comprehensive market-based resource alloca-

tion system exists as a real system prototype.

5 Evaluation

The system is evaluated in two ways. The first challenge is to assess the economic efficiency of the market mecha-
nisms. This question can be answered only by mathematical modelling using quite strict assumptions or, more realis-
tically, by large-scale trials taking into account the real behaviour of real clients. Therefore, we only discuss the
system’s properties with respect to offering dynamic pricing for guaranteed transmission rates. The technical chal-
lenges, however, can be assessed to a large extent by lab experiments and/or simulations. This includes the reaction
times of marking and edge nodes to a dynamic network load situation and the resulting convergence behaviour of the
whole system, as well as a verification of the signalling procedures to communicate information between the various
entities of the system. Therefore, we present quantitative experimental results to show the feedback and convergence

behaviour of the system.

5.1 Conceptual Evaluation

The proposed system allows for both market-based resource allocation and technical admission control. Thereby, it
is possible to efficiently allocate resources to the most demanding requests while the system is not fully loaded. If for
any reason the demand suddenly increases, the performance assurances of accepted flows are protected through the
technical admission control function until the market mechanisms can adapt to the changing demand. For example, it
might not be suitable to change the pricing structure of already accepted flows. Therefore, the delay between an
increase in demand and the effectiveness of price adaptation might cover a significant time period.

Depending on the marking algorithm used, the system can offer different types of fairness among competing

12
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Figure 2: Experiment Topology

requests. In the context of long-lived, fixed-rate flows, threshold-based marking results in fairness with regard to bot-
tleneck resources, because those dominate the path marking rate. Load-based marking takes into account all resources
traversed by a flow, whether being the bottleneck or not. In any case, respective market mechanisms like auctions can
be built based on the underlying fairness criterion.

While load-based marking can be regarded to produce a more detailed estimation of an individual flow’s resource
usage in relation to the system state, there is one important drawback associated with it. Whenever flows are subject
to load-based marking at multiple nodes, the resulting marking rate is higher than each node’s marking rate, because
of the combinatorial properties of the random experiment. Therefore, plain load-based marking might lead to a sub-
optimal utilization of network resources. To this end, we are studying to use exponential load-based marking in com-
bination with suitable admission control rules or a combination of load-based and threshold-based marking to over-

come this restriction [21].

5.2 Technical Evaluation

All experiments are carried out in the topology shown in Figure 2. The link between node 8 and 7 is the potential
bottleneck link. Nodes 4-6 are load control gateways. All nodes are standard Pentiumlll/450MHz PCs running
FreeBSD 4.5, enhanced by network driver polling [27]. Links operate full-duplex at 10 MBit/s. The systems’ clock
rate is set to 1000hz and fast forwarding of IP packets is enabled. The FreeBSD network code is slightly modified to
ensure that packets from crucial network services, such as routing or address resolution, are not subject to any traffic
control or policing action. We show the results of two experiments to illustrate the feedback behaviour of the system.

In the first experiment, VoIP-like sessions from node 2 to 1 and from node 3 to 1 are generated with a deterministic
inter-arrival time of 0.5 seconds and a duration of 50 seconds. In total, the demand exceeds the available transmission
capacity. The behaviour of the system is illustrated in Figure 3. The periodicity of session acceptance is due to the
session arrival process and the reactive nature of the system becomes apparent by observing this periodicity. Essen-
tially, the slope and length of the increase and decrease segments of the accepted load curve represent the feedback
delay in the system. The experiment clearly shows that the system is capable to effectively carry out admission con-
trol and that the reaction delay is in the order of a few seconds. It thereby also shows as a proof of concept that the
proposed system can indeed be realized. Additional technical experiments studying more aggressive and randomized

demand, as well as the influence of background traffic on the system, are reported in [21]. Those results also support
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the conclusion that the system is capable to carry out precise admission control by reacting quickly to changes of the
network load. Consequently, it can be expected that the inherent price adaptation that results from an increased mark-
ing rate is propagated fast enough to enable efficient resource allocation.

To verify the operation of load-adaptive traffic regulation, another experiment has been carried out with a small
number of bigger flows to study the system’s behaviour. Two reserved flows and some background traffic are started
with a certain time interval in between to observe the reaction of the system to the changes in demand. Flows 1 and 2
are the reserved flows, but inject more traffic into the system than signalled. The result is depicted in Figure 4 and
shows the ECT marking rate at edge nodes for both signalled flows, as well as the total throughput as measured at an
internal node. It is apparent that the system indeed correctly regulates traffic by means of ECT marking at edge nodes
according to the currently observed load situation. However, the system’s reactions are quite nervous and further

experiments have shown indications for a certain impact of the averaging buffer sizes and the load report periods on
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this behaviour. To this end, a detailed study of load-adaptive traffic regulation remains an issue for further research,
particularly with respect to its interaction with TCP-like flow control in end systems.
Many further experiments have been carried out to verify the system’s operation and admission control behaviour

in combination with other marking algorithms. A number of those experiments are reported in [21].

6 Summary and Future Work

We presented the system design and a prototype implementation of an admission control system to efficiently allo-
cate the forwarding resources of a network domain by means of market mechanisms. Based on earlier proposals, this
work is focused on the design details of packet marking, admission control, pricing and adaptive traffic regulation. In
particular, the signalling extensions to implement such a system in the context of RSVP signalling are specified and
verified. The proposed system differs from previous work in terms of its design details, which are partially influenced
by real-world requirements, such as interaction with an existing signalling protocol. To our knowledge, no such com-
prehensive prototype system has been built, so far. The overall system design and the underlying concepts are techni-
cally evaluated by means of lab experiments. Thereby, the validity of earlier theoretical proposals is backed up.

Clearly, future work is required to further study the properties of market-based reactive resource allocation. While
our results can be regarded as promising indication of the real-world feasibility, additional details need to be consid-
ered and potentially require further improvements of the system design. For example, the adaptive traffic regulation
part of the system can likely be improved by appropriately adjusting internal system parameters. Additionally, the
interaction of traffic from end systems using flow-control, such as TCP, with both the admission control and the traffic
regulation part of the proposed system is an important research area to investigate whether multiple types of traffic
flows can accurately be supported by a single-class forwarding system or whether multiple forwarding are necessary,

for example by means of DiffServ-based differentiated scheduling.
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