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Abstract. Much debate exists whether explicit signalling is eventually required 
to create a reliable and integrated multi-service Internet. If yes, further disagree- 
ment exists, how such signalling has to be carried out. In this paper, we adopt the 
point of view that signalling of Quality of Service (QoS) requests must not be 
abandoned, given the high level of uncertainty about the future traffic mix in an 
integrated communication network. We present a flexible architecture, based on 
an extended version of RSVP, for signalling QoS requests. We approach the 
question of RSVP's suitability for this purpose from two directions. First, we 
present the design of a QoS signalling architecture describing flexible, yet effi- 
cient interfaces between participating entities. Second, we report practical expe- 
rience from our ongoing effort to implement key components of this architecture. 

1 Introduction 

The invention of RSVP [I] and the Integrated Services (IntServ) architecture [2] has 
created significant expectations about the migration of the Internet towards an integrat- 
ed multi-service network. Afterwards, objections against the resulting signalling and 
data forwarding complexity have led to the establishment of a new working area, called 
Differentiated Services (DiffServ) [3], in which much simpler solutions are sought. 
However, recent results [4,5,6] have shown that only by installing static service level 
agreements (SLA), the theoretical worst-case performance guarantees for providing 
per-flow services rnight exhibit a larger conflict with the objective to utilize resources 
as efficient as possible, than often assumed. We conclude that building end-to-end serv- 
ices out of DiffServ Per-Hop-Behaviour (PHB) forwarding classes will not be fully suf- 
ficient to satisfy the diverse end-to-end requirements for a future Internet. Instead, we 
favour a combination of signalling service requests with a variety of topological scopes. 
On the other hand, we also question the usefulness of precipitous standardization of new 
signalling mechanisms, before the full potential of existing (yet maybe extended) pro- 
posals has been investigated and exploited. 
In this paper, we try to show how stringent decoupling of service interfaces from service 
creation (as e.g. initialiy intended for RSVP and IntServ) can create a new point of view 
on service signalling. The main goal for our work is to design and realize a flexible QoS 
signalling architecture, which is composed out of a few basic building blocks. At the 
same time, we try to adhere to existing standardization proposals as much as possible. 
This work is intended to be aligned with the recent IAB draft on QoS for IP [7]. 
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The paper is organized as follows. We present an overall signalling architecture in 
Section 2 as well as certain extensions to the current RSVP specification in Section 3. 
In Section 4, we present a simple use case analysis to demonstrate the flexibility of our 
proposed architecture. Afterwards, in Section 5, we present experiences and quantita- 
tive results of our RSVP implementation to illustrate the point of view that, although its 
theoretical complexity, RSVP is not as inefficient as often assumed. We relate our work 
to other approaches in Section 6, as far as possible, and conclude this paper in Section 7 
with a surnmary and an outlook to future work items. 

2 Proposed Architecture 

One must clearly distinguish two roles of a signalling protocol like, e.g. RSVP. It has 
been initially designed as a distributed algorithm to enable multiple entities to coopera- 
tively deliver a certain service, i.e., multiple routers creating a reservation-based, end- 
to-end transmission service. On the other hand, it can be considered as an interface spec- 
ification to request services, regardless of how the service is technically constructed. 
The most important requirement to consider when assessing the basic architectural al- 
ternatives, is to consider interfaces (especially interfaces to end-users) as stable and hard 
to change. Therefore, service interfaces must be chosen carefully to be very flexible, ro- 
bust and compatible with future developments. On the other hand, a certain service in- 
terface must not inhibit the performant realization of services. The best way to accom- 
modate these goals is to make interfaces as lean yet expressive as possible. 

2.1 Concept 
Our proposal for an overall QoS signalling architecture conceptually consists of three 
layers as depicted in Figure 1. It is assumed that a basic connectivity mechanism exists, 
which is given by a routing protocol and packet forwarding nodes called router. This is 
described as packet layer in the picture. The actual QoS technology is represented by an 
intermediate QoS layer. An entity that, besides carrying out router functionality, also 
performs packet-based load management by policing, shaping, scheduling, or marking 
packets for a certain scheduling objective is called QoS enabler. A pure QoS enabler, 
however, does not participate in end-to-end signalling. Advanced end-to-end services 
that allow to dynarnically speciQ perforrnance characteristics are realized using a com- 
plementary interface on the sentice layer. The entities of this layer, which handle service 
signalling and potentially flow-based load control (admission control) are denoted as 
service enabler. A service enabler can also perform the role of a QoS enabler. Of Course, 
in a future QoS-enabled Internet, further Open issues, such as QoS routing have to be 
addressed, as well. However, their eventual precise definition is currently beyond the 
scope of a QoS signalling architecture. 

The focus of this work is to flexibly realize a service layer that allows to integrate a 
variety of QoS layers. In the conceptual architecture, the layers can be considered as 
roles. Compared to previous work, the role or functionality of each layer is not bound 
to certain nodes in the network topology. Instead, it depends on a network operator's 
particular choice of QoS technology and furthermore, on the service class, which node 
carries out the role of a certain layer. Detailed use cases are presented in Section 4. 
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Figure 1: QoS Signalling Architecture - Conceptual View 
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2.2 Topological View 
When considering the topological view Table 1 : Service Awareness of Network Nodes 
on this signalling architecture, interme- 
diate nodes have to be distinguished be- 
tween edge routers and interior routers. 
Service signalling takes place between 
at least edge routers. Depending on the 
service class and the particular QoS 
technology, intermediate routers might 
participate in the signalling, as well. 
Furthermore, subnets might employ 
bandwidth brokers to carry out resource 
allocation for the complete subnet for 
certain service classes. In this case, service requests can be forwarded from edge routers 
to the bandwidth broker. All nodes are classified as either service-aware, partially serv- 
ice-aware or service-unaware as depicted in Table 1. Note that the term service-una- 
Ware does only denote that a node does not participate in service signalling. It might 
nevertheless carry out the role of a QoS enabler and thus, perform packet-based QoS- 
enabling mechanisms. In case of partially service-aware nodes, these nodes have to dis- 
tinguish whether to process or just forward a service request. The main criterion for this 
distinction is very likely to be the service class. This is further discussed in Section 4. 

2.3 RSVP as General Mechanism 

Service 
Awareness 

service-aware 

partially 
service-aware 

sewice-unaware 

In order to satisfy both goals of flexibility and optimization for highly demanding serv- 
ices when realizing a service layer, a solution is given by a uniform extended RSVP in- 
terface for advanced services. Using such an interface as service layer entity at each traf- 
fic exchange is both sufficient and effective to realize the conceptual architecture for 
multiple topological and QoS technology alternatives and to create meaningful end-to- 
end services. This design represents the choice to carry on with the Internet service ar- 
chitecture and employ RSVP (including the extensions presented in Section 3) as the 
primary signalling mechanism, especially for inter-domain signalling. Initially, it can 
then be used as a service interface between bandwidth brokers (particularly for dynamic 
DiffServ SLAs). 

Description 

RSVP-capable, support 
for all service classes 

RSVP-capable, support 
for some service classes 

not RSVP-capable 

However, the main motivation is given by the advantage that a future migration to 
employ RSVP in its initially intended style as distributed algorithm to request and pro- 
vide per-flow and potentially per-node service guarantees will be alleviated, if the basic 



mechanisms are already in place. In such a future scenario, RSVP then acts as a signal- 
ling mechanism between each node, as well. Consequently, it is intended that a router 
employing this extended version of RSVP can efficiently handle both per-flow and ag- 
gregated service invocations of multiple service classes. The alternatives to invent dif- 
ferent signalling mechanisms for per-flow and aggregated service requests or different 
mechanisms for end-to-end and backbone signalling seem clearly inferior, especially if 
RSVP can be applied beyond its initial scope without introducing a large overhead. 

3 RSVP Extensions 

There are mainly two shortcomings in the currently specified version of RSVP, which 
aggravate its application as a general service interface: 

Traffic flows are either identified by host or a multicast addresses, e.g., the spec- 
ification of subnets as source or destination address is not possible. 
Path state information has to be stored for each semice advertisement in order to 
ensure correct reverse routing of service requests. 

In order to appropriately extend RSVP's functionality, existing ideas [8,9] have been 
taken up for this work and augmented to design a general processing engine for a lean 
and flexible service interface. The major goal is to achieve a high expressiveness for 
semice interfaces. The extensions are mainly dedicated for, but not restricted to, unicast 
cornmunication (including communication between subnets) and cover cases where the 
per-flow model of traditional RSVP signalling, which eventually exhibits quadratic 
state complexity [9], seems inefficient, because the requested transmission performance 
characteristics do not require flow isolation at each intermediate node. In that sense, the 
extensions are targeted to aggregated service requests on the control path. This has to be 
distinguished from the issue of aggregating flows on the data path. For the latter, careful 
network and traffic engineering, e.g. using MPLS [10], is required or altematively, strict 
performance guarantees might be given by applying network calculus to multiple flows 
[ l  I] .  For both multicast in general and non-aggregated performance-sensitive (i.e. ine- 
lastic) unicast communication, the current version of RSVP can be considered as very 
well-suited, especially if recent proposals to increase the overall efficiency of RSVP op- 
eration [12] are realized. Note that the following extensions can be implemented with- 
out increasing the complexity of an RSVP engine. However, they do extend the appli- 
cation scenarios to cover a variety of new alternatives. This is demonstrated by a use 
case analysis in Section 4. 

3.1 Compound Prefix Addressing 
The current specification of RSVP Supports only host and multicast addresses. In order 
to specify service requests for traffic aggregates between subnets, the notion of address- 
es has to be extended to cover CIDR prefixes for network addresses. A respective pro- 
posal has been made in [8]. In the following, the term generalized address is used to re- 
fer to either an end-system's address or a network's address expressed as CIDR prefix, 
extended by class A network addresses and the special address prefix 0.0.0.0/0 denoting 
complete wildcarding. Additionally, it might be necessary to specify several of such ad- 
dresses within a single session or sender description, thus the notion of a compound ad- 



dress is introduced, which consists of a set of generalized addresses. Of Course, a dedi- 
cated node must exist within an end-subnet to receive and respond to such service re- 
quests. In principle, any node can emit such requests as long as they are authorized. 
In order to employ 
the full flexibility of 
compound address- 
es, it is inevitable to 
introduce a further 
generalization to .- - 
specify their handling 

\ -  - - at certain nodes. Dur- BR, border ,.outer 
ing the transmission 
of RSVP messages, 

Figure 2: Compound Addresses and Scoping Style 

targeted to a com- 
pound address, the border router towards the specified subnet(s) will be hit. In that case, 
it has to be decided whether the message is forwarded towards multiple destinations or 
not. If the message is not forwarded, then the resulting service essentially Covers only a 
portion of the end-to-end path. If however, the message is forwarded into multiple sub- 
nets, it is not imrnediately clear how to interpret any quantitative expression of perform- 
ance characteristics. The term scoping style is used to describe the alternatives that such 
a message is forwarded to multiple next hops (open scope) or not (closed scope). To this 
end, it is an Open issue whether the scoping style should be chosen by the node issuing 
a request or whether it is determined by the network provider depending on its local pol- 
icy how to provide certain services. As this is a matter of strategy and not mechanism, 
it is beyond the scope of this work to extensively investigate this question. Nevertheless, 
some use case examples are given in Section 4. In Figure 2, an example RESV message 
is shown to illustrate the choice between both alternatives. 
If RSVP's addressing scheme is extended to include compound addresses, new chal- 
lenges are presented to the data fonvarding engine of a router. In order to Support flows 
targeted to or sent from an end-system at the same time as a session involving the subnet 
of this end-system, a longest-prefix match on both destination and source address might 
be necessary to distinguish which packets belong to which session. However, it can be 
expected that any service establishing performant cornrnunication for traffic aggregates 
between subnets is going to be built using a packet marking scheme, as e.g. the DiffServ 
model. In the Diffserv architecture, such a case is already considered and alleviated by 
the fact that only edge-routers are expected to do the full classification to isolate aggre- 
gate service contracts from individual flows. In the core of the network, traffic belong- 
ing to aggregates is forwarded according to its DiffServ marking and individual flows 
requiring total isolation can be appropriately serviced using a dedicated DiffServ mark 
and full packet classification. The same marking scheme can be applied to RSVP mes- 
sages themselves, such that per-flow request messages are transmitted to the appropriate 
end-subnet, but not processed by nodes along a trunk flow. This allows for transparent 
end-to-end signalling, even in case of intermediate flow mapping. 
A somewhat different treatment of Port numbers is necessary to incorporate compound 
addresses into RSVP. It might be useful to specify a Port number, if e.g., the resulting 



service is used for a single application which can be identified through the Port number. 
In any other case, the Port number should be set to Zero and effectively denote wildcard- 
ing. Analogous to the description in the previous paragraph, a classification challenge 
exists, which will be alleviated by employing a DiffServ-like marking scheme. 

A scheme of compound addresses in combination with the choice of scoping style is 
more appropriate for service requests between subnets than the initial approach to CIDR 
addressing of RSVP messages [8], because it overcomes the limitations induced by re- 
stricting source and destination to a single address prefix each. Furthermore, the scoping 
style provides a controllable way to deal with the resulting flexibility. Thereby, it is 
well-suited to especially provide a signalling mechanism and interface between band- 
width brokers which control the establishment of SLAs that are eventually provided to 
traffic aggregates by means of DiffServ code points. 

3.2 Hop Stacking 
To reduce the quadratic amount of state that has to be kept by routers in case of tradi- 
tional RSVP signalling, it is quite trivial to extend its specification similar to [9 ] .  Usu- 
ally, PATH messages are sent along the same path as the data flow and state containing 
reverse routing information is kept at each node to allow forwarding of a RESV message 
along the reverse path towards the sender. In order to alleviate this effect for intermedi- 
ate nodes, a mechanisms termed hop stacking can be incorporated into RSVP. Each 
router has the option to replace the RSVP-HOP object by its own address and store ap- 
propriate state information in PATH messages (traditional operation). Alternatively, the 
address of the outgoing interface is stored as additional RSVP-HOP object in front of 
existing ones. During the service request phase, the full stack of such hop addresses is 
incorporated into RESV messages and used at respective nodes to forward the service 
request to previous hops, if no PATH state has been stored. On the way upstream, such 
a node removes its RSVP-HOP object and forwards the message to the next address 
found in the stack. This mechanism allows to install state information for service re- 
quests without the necessity to keep PATH state for each service announcement. This 
specification introduces even further flexibility as compared to other approaches in that 
stacking of hop addresses is optional and can be mixed with traditional processing with- 
in a single session. A node might even remove the full stack, store it locally together 
with the PATH state, and insert it into upstream RESV messages, such that the next 
downstream node does not have to deal with hop stacking at all. Figure 3 illustrates the 
flexibility of hop stacking. In this picture, nodes C and D perforrn hop stacking instead 
of storing local state whereas node E removes the full stack and Stores it locally, such 
that node F does not realize the existence of stacked hops at all. An according RESV 
message travelling along the reverse path, can find its way back to the sender by local 
state or stacked hop information. 
From a node's point of view, hop stacking provides a transparent method to employ oth- 
er approaches for QoS provision without per-flow state at intermediate nodes, e.g., 
RSVP over DiffServ-capable networks [13]. However, from an overall system's point 
of view, hop stacking defines a generic mechanism to carry out RSVP signalling with- 
out PATH state at each node. It can be used for trunk signalling, tunnelling and provides 
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Figure 3: Hop Stacking for RSVP Messages 

for an Open interaction with traffic and network engineering. In that sense, slightly more 
freedom is taken to extend the existing RSVP specification than other approaches. 

3.3 Interface Semantics 
While the extensions presented above form the procedural part of this proposal, it is im- 
portant to define coherent semantics at a service interface. The inherent meaning of ac- 
cepting a traditional RSVP message is to appropriately process and forward the request, 
establishing an end-to-end resource reservation. In our architecture, the semantics are 
changed such that the meaning of accepting a service request is a (legal) commitment to 
deliver this service, regardless of its actual realization. For example, compound address- 
ing provides an interface to transparently incorporate IP tunnels as presented in [14]. 
Similarly to the notion of edge pricing [15], this creates a notion of edge responsibility 
for the end-to-end service invocation. Effectively, an application's data flow might be 
mapped onto several consecutive network flows in the notion of traditional RSVP. In 
that sense, intermediate nodes carrying out that mapping might actually be considered 
as "RSVP gateways" or "service gateways". 

4 Use Case Analysis 

In this section, a collection of use cases is described to conceptually show the flexibility 
of the RSVP-based signalling architecture to integrate diverse QoS technologies and 
create a variety of service scenarios besides RSVP's initial designation for IntServ. The 
use cases focus on the mechanisms of service layer signalling between service enablers. 
In case of multiple alternatives, it is left Open to further work to determine the optimal 
strategies to map semice requests onto the underlying QoS technology. 

4.1 Supporting Diverse Subnets 
In the following it is briefly presented, how various QoS subnet technologies can be in- 
tegrated by this QoS signalling architecture. There has been a lot of work to support di- 
verse link-layermechanisms, DiffServ clouds and ATM subnets. Most of these are well- 
known and treated (together with link layer technologies) by the JETF ISSLL working 
group (see 1161 for a list of documents) and covered by a number of other publications, 
as well. However, there's an additional scenario explained below. 

Service Signalling across ECN-priced Subnet. A somewhat speculative proposal to 
provide QoS has been made in [17]. It is based on intermediate nodes carrying out sta- 
tistical ECN-marking, which are interpreted as small charges at edge systems. It is 



claimed that the resulting economic system provides a stable resource allocation which 
then could be considered to resemble a certain QoS. In order to mimic the all-or-nothing 
characteristic of regular admission control, the ingress of the subnet acts like a risk bro- 
ker and decides whether to accept or reject a service invocation. This risk broker subse- 
quently undertakes the economic risk of guaranteeing the accepted service even in the 
presence of rising congestion and thus, charges. Another option is for the ingress node 
to adapt the sending rate to the current congestion situation. Since the ECN mechanism 
is an end-to-end mechanism and usually requires a transport protocol to carry the feed- 
back from the receiver to the sender, it is not immediately obvious how such an ap- 
proach should be realized for a partial path in the network. However, if RSVP signalling 
is employed between the end nodes of such a partial path, the periodic exchange of 
RSVP messages can be used by the egress node to provide at least a some kind of feed- 
back to the ingress node. 

4.2 Flexible Service Signalling Techniques 
The following scenarios present a variety of service invocations that can be supported 
using the RSVP-based QoS signalling architecture. Note that all the scenarios presented 
below can be carried out at the same time in the same infrastructure. 

Reduced State Service Signalling in Backbone Networks. In this scenario, a back- 
bone network is assumed, which allows to establish trunk reservations between edge 
nodes, which are dynamic in size and routing path. Because of a potentially large 
number of edge nodes that advertise services to each other, it may be inappropriate to 
potentially keep state for each pair of edge nodes at routers. Furthermore, the service 
class does not provide precise service guarantees, but rather loosely defined bandwidth 
objectives. RSVP signalling can be carried out between each pair of nodes including the 
hop stacking extension. Path state is not stored at intermediate nodes and reservations 
towards a common sender are aggregate at each node. Consequently, the worst-case 
amount of state that has to be kept at each router is linear to the number of nodes, instead 
of quadratic. This example resembles the basic state reduction technique of BGRP [9]. 

Service Mapping of Flow Service to Trunk Service. The notion of compound prefix 
addresses allows to express service mappings of individual flows into aggregated t ~ n k  
services. Individual flow requests that arrive at the ingress end of the trunk service are 
incorporated into a single service request, which is described by a compound prefix ad- 
dress and transmitted to the other end of the trunk. In Section 3.1, it is discussed, how 
to distinguish trunk traffic from other packets which might be exchanged between the 
corresponding end systems. Alternatively, a tunnel might established for the aggrega- 
tion part of the data path [I41 and eligible packets are encapsulated into the tunnel. Nev- 
ertheless, it is useful to have a notion to describe the aggregate traffic flow, such that 
signalling can be carried out across multiple autonomous systems. 

Lightweight Service Signalling. One might even go one step further and consider an 
RSVP PATH message as service request, while RESV messages only confum the cur- 
rently available resources. In that case, the end-systems keep track of the network state 
along the data path and no state information is stored at intermediate nodes. Such a sce- 



nario can be realized by a specific service class instructing each intermediate node to 
report its current load situation and service commitments, but without carrying out any 
particular activity for this request. PATH messages record their way through the net- 
work by hop stacking and RESV messages are initiated by receivers including the 
amount of service that this receiver requests. On their way back to the sender, the RESV 
message is used to collect the information whether this service is currently possible. In- 
termediate nodes are free to Store as much state information as needed and feasible to 
report best-effort estimates of the current load situation. 

4.3 Application Scenarios 
In addition to the simple techniques described in the previous section, the following ex- 
amples describe more complete application scenarios which employ these techniques. 

Service Signalling for Dynarnic Virtual Private Networks. Consider a corporate In- 
temet User wishing to establish a virtual private network (VPN) between multiple loca- 
tions. Each of these locations operates an IP network with a different subnet address pre- 
fix. Furthermore, it is deemed important to dynamically adapt the requested VPN capac- 
ity according to each locations current demand. In this example, it is examined how the 
resulting service requests are handled by a backbone network B, which is crossed by 
traffic from multiple locations. The scenario is illustrated in Figure 4. The corporate 
subnets are denoted with SI ,  S2, S3 and S4. The edge routers are depicted as E,, E2 and 
E3. Each corporate subnet emits service advertisements (e.g. from a bandwidth broker 
or dedicated gateway) towards the other subnets, either separately or bundled with a 
compound destination address. The corresponding service requests might be treated 
separately or also be aggregated at certain nodes and targeted towards a compound send- 
er address. 
As an example, S I  advertises a 
certain total amount of traffic to- 
wards the other subnets, hence 
there is no specific description 
for each subnet. The advertise- 
ment is processed by EI and for- 
warded to the other edge devic- 
es. If the backbone QoS technol- - -) service advertisernent from S I  
ogy is given by a combina-tion Figure 4: Virtual Private Network Scenario 
of static SLAs and a bandwidth 
broker, E, obtains the informa- 
tion about multiple egress edge devices from the bandwidth broker and splits up the re- 
quest accordingly. If intermediate nodes also act as service enablers, the advertisement 
is forwarded as a bundle, until an intermediate node contains two routing entries for the 
different destination subnets. This is similar to multicast distribution and applies the 
service mapping technique described in the previous section. The correspondent service 
requests from SZ, S3 and S4 traverse back to SI  establishing the subnet-to-subnet serv- 
ice. Because of the dynamic nature of RSVP signalling, the dimensioning of the VPN 
service can be adapted over the time. 



Inter-Domain Service Signalling. A scenario of inter-domain trunk reservation sig- 
nalling has been described and carefully analysed in [9]. The same advantages as report- 
ed for BGRP can be obtained by employing the reduced state signalling technique de- 
scribed in the previous section. If combined with a recent proposal to bundle and relia- 
bly transmit refresh messages 1121, RSVP provides a functionally equivalent solution 
having the same complexity as described there. However, there's no completely new 
protocol needed. 

5 Experiences from Implementing RSVP 

As a main building block for our architecture we have realized a new implementation 
of RSVP, which is designated to clearly express RSVP message processing concepts in 
the code, be highly flexible and extensible. Furthermore, we have used an object-orient- 
ed design and implementation, e.g., to separate container implementations from the rest 
of the code. This approach allows to experiment with different data structures and algo- 
rithms for those containers that can become large andtor crucial for efficient execution. 
Details of the implementation are described in [18] and 1191. The full source code can 
be downloaded at http://www.kom.e-technik.tu-darmstadt.de/rsvp/. 
We have done some initial performance evaluations, which we consider quite promising 
with respect to RSVP's ability to deal with a large number of flows. The implementation 
has not been subject to detailed code-level optimization, so far. However, on a FreeBSD 
workstation, equipped with a single Pentium I11 450 MHz processor, our implementa- 
tion is able to handle the signalling for at least 50,000 unicast flows under almost real- 
istic conditions (see [20] for details). From these numbers, we deduce that the applica- 
bility of RSVP as a general purpose signalling interface and protocol to handle both ag- 
gregated and per-flow service requests, is much better than generally assumed. 
Besides its complexity of operation, RSVP is often objected to as being overly complex 
for implementation. Our own experience shows that RSVP indeed exhibits a certain 
complexity. However, we have been able to realize an almost complete and even multi- 
threaded implementation of RSVP investing less than 18 person-months of develop- 
ment effort. Given the large applicability and the inherent complexity of the underlying 
problem of providing performant end-to-end services, we believe that this experience 
somewhat contradicts those objections. 

6 Related Work 

Because of the fairly broad scope of this Paper, almost all research in the area of QoS 
for packet-switched networks can be considered as related work. Here, we have to re- 
strict ourselves to only a few relevant examples. 

Very interesting work has been carried out in the area of Open signalling [21]. However, 
the focus of this work goes much beyond our understanding of signalling in both effort 
and goals. It is targeted towards creating programmable interfaces employing active net- 
working nodes. In that sense it can be considered more heavy-weight and less evolution- 
ary as compared to a simple protocol-based approach. 



Many other proposal have been made for so-called "lightweight" signalling protocols, 
e.g. in [12,22,23]. While all these proposals contain interesting properties, we believe it 
is advantageous to approach the overall problem with a single homogeneous protocol as 
compared to using multiple protocols for different services and scopes, because a single 
protocol eliminates functional redundancy. 
Ln comparison to proposals how to carry out the inter-operation of multiple QoS mech- 
anisms, we concentrate on the interface role of a signalling protocol and take more free- 
dom to extend the current RSVP specification. Work as described in [10,13,14] can be 
considered as complementary, in that low-level detailed aspects of inter-operation are 
examined and solved. 

7 Conclusions and Future Work 

In this paper we have discussed and illustrated the feasibility of an extended version of 
RSVP to serve as general signalling interface for multi-service networks. We have pre- 
sented a flexible, role-based QoS signalling architecture, based on an extended version 
of RSVP. This architecture utilizes the observation that a signalling protocol can be con- 
sidered as carrying out two roles, as distributed algorithm and interface mechanism. Af- 
tenvards, we have presented a use case analysis to demonstrate that such a system ar- 
chitecture can enable general service signalling for a large variety of service classes, in- 
cluding aggregate and per-flow services. Experiences and performance numbers from 
creating the basic building block, a new implementation of RSVP, have been included 
in this paper to argue against comrnon prejudices in this area. Finally, we have briefly 
discussed the relation of this work to other approaches. 

We intend to realize the full system described in this paper, partially in the framework 
of a cooperative European research project. If time permits, further examination and 
ttining of the core RSVP engine will be carried out in the future. A particular focus of 
our research agenda will be the generic yet efficient realization of inter-operation be- 
tween RSVP and actual QoS technologies, such as DiffServ. Of Course, the discussion 
about the best way to provide quantitative and reliable QoS assurances in the Intemet, 
to eventually create a truly multi-service network, is still Open and further work is need- 
ed on all aspects. 
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