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Abstract. Cloud computing makes large infrastructure capacities avail-
able to users in a �exible and a�ordable fashion, which is of speci�c in-
terest to scientists for conducting experiments. Unfortunately, our past
research has provided �rst indications that virtual machines � the most
popular type of cloud-based infrastructure � have substantial de�cits
with respect to time measurements, which are an important tool for re-
searchers. In this paper, we provide a detailed analysis on the accuracy of
time measurements based on various machine con�gurations. They cover
in�uence factors such as machine type, virtualization solution, and pro-
gramming language. The results indicate that not the use of virtualiza-
tion as such, but the potentially uncontrollable utilization of the physical
host is a decisive factor for the accuracy of time measurements. Di�erent
virtualization solutions and programming languages play an inferior role.
Our �ndings, along with the publicly released tool TiMeAcE.KOM, can
provide a valuable decision support for researchers in the selection and
con�guration of cloud-based experimental infrastructures.

Keywords: cloud computing; infrastructure; virtual machine; experi-
ment; time measurement; accuracy; timeace

1 Introduction

A key feature of cloud computing is elasticity, i. e., the ability to access Infor-
mation Technology (IT) resources in a �exible and a�ordable fashion [1]. Apart
from small and medium enterprises, this characteristic is speci�cally relevant
for researchers, who frequently require large capacities on short term in order to
conduct scienti�c experiments. In this context, Infrastructure as a Service (IaaS)
o�ers are of speci�c interest. They provide �exible environments, i. e., Virtual
Machine (VM) instances, which permit the execution of practically any existing
software without major adaptation [2].

Unfortunately, our past work has provided initial indications that VMs suf-
fer from de�cits with respect to the accuracy of time measurements [3]. This is
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problematic in so far as time measurements are an important tool in scienti�c
research, e. g., in the comparative evaluation of exact and heuristic optimiza-
tion approaches [4]. In this paper, we substantially extend our past research
through the consideration of additional in�uence factors, e. g., di�erent virtual-
ization solutions and programming languages. This work also extends a recently
published work-in-progress paper [5], which is based on similar results, through
the inclusion of statistical test results and an overview of related work.

The remainder of this paper is structured as follows: Section 2 describes
our experimental design and setup. The results and practical conclusions are
described in Section 3. Subsequently, Section 4 provides an overview of related
work. Section 5 concludes the paper with a summary and outlook.

2 Experimental Setup

2.1 Measurement Tool

In this work, we pursue the same principal experimental approach as in our
past research [3]: We repeatedly measure the computation time of a determin-
istic function in order to quantify potential inaccuracies in time measurement.
Deterministic, in this context, means that the function exhibits the same compu-
tational complexity for a given input parameter. Thus, the observed computation
time for each execution should also be identical under ideal conditions. Accord-
ingly, variations in the computation times can directly be related to measurement
inaccuracies.

For our experiments, we have implemented a measurement tool, which fea-
tures a simple counter function as its core component. The function accepts a
single integer a as argument and returns the required computation time as result.
The tool can be con�gured to conduct a series of b ∈ N batches. Each batch com-
prises c ∈ N calls of the aforementioned counter function, using the arguments
a ∈ A = {20, 21, . . . , 2m}, where m ∈ N. The tool automatically adapts the given
argument through multiplication by a so-called machine speed index. This index
is initially determined by the program and ensures that for a given argument a,
the computation time is approximately a × 10 ms, regardless of the underlying
processor. This guarantees that the observed runtimes feature roughly the same
absolute values for identical arguments.

2.2 Experimental Con�gurations

The aim of our work is to quantify the impact of di�erent potential in�uence
factors on the accuracy of time measurements, which constitutes the depen-

dent variable in our experiments. Thus, we employ a multitude of di�erent ma-
chine con�gurations in our experiments, where the in�uence factors are modeled
through �ve independent variables.

The �rst independent variable of interest is the machine type, with respect
to which we distinguish two options. As previously outlined, VMs are the most



common form of IaaS, and are commercially o�ered based on �exible pay-as-
you-go pricing models today. In contrast, Physical Machines (PMs) represent
traditional, dedicated experimental infrastructure. The deployment model is the
second independent variable in our experiments. Speci�cally, we consider VMs
from a public cloud (Amazon EC2) and a private cloud that is operated on the
basis of multiple IBM Blade servers at our research lab (KOM). In addition, we
made VMs available using a local host computer. As third independent variable,
we regard the virtualization software. Concerning this factor, we distinguish be-
tween ESXi, a solution that is commercially marketed by VMware, and Xen,
an open-source software that forms the basis for Amazon's Elastic Compute
Cloud (EC2). As fourth independent variable, we consider the host utilization,
i. e., computational load that the PM or host system for the VMs is subjected
to. Concerning this factor, we distinguish between three options. In the case
of low load, the PM exclusively hosts one instance of the measurement tool or
VM. In the case of high load, the system runs multiple tool instances or VMs
in parallel. Lastly, in the case of random load, the host utilization is out of our
control sphere, and potentially �uctuates during the experiments. As �fth and
�nal independent variable, we regard the programming language. For that pur-
pose, we have implemented the measurement tool in similar form in C and Java.
This choice was made because Java as such uses a form of virtualization, the
so-called Java VM, which may potentially in�uence the measurement accuracy
independent of the underlying infrastructure. In contrast, C does not feature
such a concept.

2.3 Measurement Procedure

In principal, we follow a full-factorial approach in our experiments. That is, we
examine each possible combination of values for the �ve independent variables,
i. e., in�uence factors, that were introduced in the previous section. However, as
can easily be reasoned, some combinations are mutually exclusive: For example,
Amazon does not provide a choice between di�erent virtualization systems, but
uses Xen as standard solution. Nevertheless, our experiments encompass a total
of 16 di�erent machine con�gurations, which should provide a comprehensive
overview of di�erent in�uence factors.

As PM and local host for the VMs, we used a desktop computer, equipped
with an Intel Core 2 Duo processor at 2.0 GHz and 2 GB of memory. Given
that our previous research showed no major di�erences between Linux and Win-
dows concerning the accuracy of time measurements [3], we exclusively employed
the former as guest operating system in our experiments. Speci�cally, we chose
Ubuntu Server 12.04.1 LTS, which was booted into the default text-based shell to
minimize the in�uence of background services. In order to generate high load for
the corresponding con�gurations, we either launched three parallel VM instances
or measurement tool instances on the physical host.

For every con�guration, we conducted 20 experimental batches with 100
method calls each (i. e., b = 20, c = 100). The set of applicable arguments
was speci�ed as A = {20 = 1, ..., 29 = 512}, i. e., m = 9. Thus, we obtained a



total sample of 20, 000 runtime observations per con�guration, with subsamples

of 2, 000 observations per argument and machine con�guration. In total, across
all 16 con�gurations, 320, 000 individual observations were collected.

3 Experimental Results and Practical Recommendations

In accordance with our previous work [3], we use the normalized standard devi-
ation, i. e., the Coe�cient of Variation (CV), as measure of accuracy. It is given
by the ratio between the standard deviation (commonly denoted as σ) and the
mean value of the observations (µ) in a sample [6]. The CV numerically rep-
resents the dependent variable in our experiments. Due to the de�nition of the
CV, higher values indicate lower accuracy and vice versa; hence, in the case of
ideal accuracy, the observed CV would correspond to zero.

A comprehensive overview of all machine con�gurations, along with the CVs
that were observed of each argument of the counter function, is given in Table 1
in the appendix. The table also provides the relative rank for each con�guration
with respect to the observed accuracy per argument.

Given the �ndings of our previous work [3], which indicated general de�cits
of VMs with respect to time measurements, our new experiments provide some
surprises. Speci�cally, the VMs from the private cloud at our institute provide
the best accuracy for small arguments, i. e., a ≤ 2, among all tested con�gu-
rations (cf. #13 and 14 in Table 1). For increasing arguments, the VMs lose
some ground to the PMs, speci�cally when the Java-based implementation of
the measurement tool is used (cf. #2 in Table 1). Nevertheless, a Friedman test

at the common con�dence level of 95% shows no signi�cant di�erence between
the PM-based con�gurations and the con�gurations that used VMs from our
cloud (p = 0.5034).

Yet, the results con�rm the de�cits of public clouds with respect to time
measurements. Notably, the VM instances from Amazon EC2 exhibit the highest
CVs, i. e., lowest accuracy, for most arguments, speci�cally those in the sub-
second range (cf. #15 and 16 in Table 1). Correspondingly, the Friedman tests
show that VMs from the public cloud perform signi�cantly worse compared to
PMs with low utilization (p = 0.0000). However, in comparison to a PM under
high load, the Friedman test shows no signi�cant di�erence (p = 0.2632).

Concerning the two virtualization solutions, ESXi and Xen, we obtained
mixed results. On the basis of the locally hosted VMs and low utilization, the
observed CVs indicate some advantages for ESXi with respect to small argu-
ments (i. e., a ≤ 2), while the relative performance of Xen improves with grow-
ing arguments (cf. #5, 6, 9, and 10 in Table 1). In addition, Xen achieves more
favorable accuracy once high host utilization comes into play; in this case, ESXi
generally appears to perform very poorly (cf. #7 and 8 in Table 1). Correspond-
ingly, a Friedman test indicates a signi�cant di�erence between both solutions
and con�rms a superior measurement accuracy for Xen across the considered
programming languages and host utilization (p = 0.0038).



From the above discussion, one may conclude that the host utilization plays
a key role in the accuracy of measurements, and this is strikingly con�rmed in
our experiments. Regardless of the machine type and virtualization software,
imposing additional load on the physical host results in sharp increases in the
observed CVs (cf. #7, 8, 11, and 12 in Table 1). The same applies for the PM
(cf. #3 and 4 in Table 1). Accordingly, the Friedman tests con�rm the role of
the host utilization as decisive factor in measurement accuracy, both for PMs
and VMs (p = 0.0000 in both cases).

Concerning the impact of the programming language, we observe very mixed
results. Neither C nor Java consistently achieves higher accuracy across all con-
sidered machine con�gurations (cf., for example, #1, 2, 15, and 16 in Table 1).
In accordance, a Friedman test indicates no signi�cant di�erences between both
programming languages at a 95% con�dence level (p = 0.8701).

In conclusion, the experimental results in this paper � to some extent � rela-
tivize the preliminary �ndings of our previous work: Most notably, we have found
that contemporary virtualization technology as such does not necessarily imply
de�cits with respect to the accuracy of time measurements. In fact, the lowest
CVs, i. e., best accuracies, among all machine con�gurations in our experiments
were observed on VM instances from a private cloud. Likewise, those VMs that
were hosted on a single physical host performed very similarly to a �raw� PM.

Our experiments have shown that a di�erent in�uence factor, namely host
utilization, is the key determinant for time measurement inaccuracies. Unfortu-
nately, this is the very factor that commonly lies out of the control sphere of the
end user when leasing resources from a public cloud; in fact, from the viewpoint
of the cloud provider, the consolidation of multiple VMs on a single physical host
is highly desirable in order to reduce operational cost. The same also applies to a
private cloud in principal, even though the level of control may be higher for the
end user in such deployment model. To state it more explicitly, virtualization
does not hurt the accuracy time measurement, but high host utilization � which
is a key bene�t of virtualization � does.

Hence, our results con�rm the most important recommendation of our pre-
vious work: If accurate time measurements, speci�cally in the sub-second range,
are required in scienti�c experiments, dedicated PMs should be preferred over
VMs. Yet, if host utilization as the key in�uence factor can be e�ectively con-
trolled by the end user, VMs may also provide acceptable accuracy. In this con-
text, dedicated VM instances with performance guarantees � which have recently
appeared in the public cloud market � could be of interest as well.

In order to help scientists in the assessment of experimental infrastructures,
we have created a lightweight tool called Time Measurement Accuracy Esti-

mation (TiMeAcE.KOM). This tool, which is available through our Web site3,
automatically conducts a small set of measurements using a simple counter func-
tion, and provides a textual assessment of measurement accuracies.

3 http://www.kom.tu-darmstadt.de/timeace/
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4 Related Work

To the best of our knowledge, our previous work [3] and the present paper is
the only research that speci�cally examines the accuracy of time measurements
in physical and virtual environments. However, with the renewed interest in
virtualization technology and the hype around cloud computing, various research
e�orts have been undertaken in related �elds recently.

In this context, timekeeping on VMs is the �rst major area of interest. A
comprehensive overview of this topic has been provided in a whitepaper by
VMware [7]. The authors provide an extensive background on timekeeping mech-
anisms on PMs. Based on this, they outline di�erent options for timekeeping in
virtualized environments and also provide hints for improving timekeeping ac-
curacy. A speci�c proposal for improving the timekeeping VMs in Xen has been
made by Chen et al. [8]. Their approach, called XenHVMAcct, aims to provide
the same accuracy in hardware-assisted VMs, which use an unmodi�ed guest
operating system, as in para-virtualized VMs that rely on modi�ed systems.
Broomhead et al. [9] also introduce an improved timekeeping mechanism in the
context of Xen. Their work speci�cally targets clock inaccuracies that are intro-
duced by live migration operations.

The second notable area of related research concerns performance evalua-
tions in cloud computing environments. El-Khamra et al. [10], for example, have
examined the runtime �uctuations of a scienti�c work�ow in FutureGrid, a sci-
enti�c Grid testbed, and the commercial Amazon EC2 cloud. The authors also
�nd relatively large variations in runtime, but attribute them to performance
�uctuations, rather than timekeeping de�cits. Schad et al. [11] have conducted
a longitudinal study of performance variations in Amazon EC2 using a suite
of benchmarks. They �nd substantial �uctuations in the performance of dif-
ferent system components, such as processor and network, and conclude that
the conduction of performance experiments on leased VMs can be problematic.
However, Schad et al. do not take the potential systematic weaknesses of time
measurements in virtualized environments into account either.

5 Summary and Outlook

Commercial cloud providers make large pools of compute capacity available to
end users based on a pay-as-you-go scheme. This is of speci�c interest to re-
searchers, who can exploit VM instances to conduct scienti�c experiments. How-
ever, past research has indicated that VMs su�er from inaccuracy when it comes
to time measurements, which are a common instrument in science, e. g., in the
assessment of heuristic optimization approaches. Based on this notion, this work
provided an extensive analysis concerning the accuracy of time measurements de-
pending on di�erent in�uence factors, namely machine type, deployment model,
virtualization software, host utilization, and programming language.

We found that the machine type, i. e., the use of virtualization as such, is
not a key determinant of time measurement inaccuracies; instead, the utilization



of the physical host plays a decisive role. According to our observations, a high
degree of load on the physical host � as it can likely be expected in cloud data
centers due to the use of consolidation techniques � results in dramatic loss of
accuracy. Furthermore, we concluded that the virtualization software Xen has
small advantages over ESXi. For the two considered programming languages,
C and Java, we observed no statistically signi�cant results with respect to time
measurement accuracy. Based on our �ndings, we recommend scientists to either
use PMs or VMs from a controlled environment if accurate time measurements,
speci�cally in the sub-second range, are required.

For the future, we plan to extend our existing work through a longitudinal
(i. e., long-term) study with di�erent commercial cloud providers. With such
design, we expect to identify the impact of potential performance �uctuations on
the accuracy of time measurements. Furthermore, these additional experiments
may permit fellow scientists to make a more educated decision among competing
cloud o�ers.
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