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Abstract. With the emergence of cloud computing, diverse types of In-
formation Technology services are increasingly provisioned through large
data centers via the Internet. A relatively novel service category is cloud
gaming, where video games are executed in the cloud and delivered to a
client as audio/video stream. While cloud gaming substantially reduces
the demand of computational power on the client side, thus enabling the
use of thin clients, it may also affect the Quality of Service through the
introduction of network latencies. In this work, we quantitatively exam-
ined this effect, using a self-developed measurement tool and a set of
actual cloud gaming providers. For the two providers and three games in
our experiment, we found absolute increases in latency between approx-
imately 40 ms and 150 ms, or between 85% and 800% in relative terms,
compared to a local game execution. In addition, based on a second com-
plementary experiment, we found mean round-trip times ranging from
about 30 ms to 380 ms using WLAN and approximately 40 ms to 1050 ms
using UMTS between a local computer and globally distributed compute
nodes. Bilaterally among the compute nodes, results were in the range
from approximately 10 ms to 530 ms. This highlights the importance of
data center placement for the provision of cloud gaming services with
adequate Quality of Service properties.

1 Introduction

Since its popularization in the mid-2000s, cloud computing has substantially al-
tered the way in which Information Technology (IT) services are delivered and
brought massive changes to the IT sector [1]. Today, the decade-old vision of
delivering IT as a “utility” has come closer to realization than ever before [2]. A
relatively novel business model, within the greater context of cloud computing,
is cloud gaming. The principal idea of this concept is to execute video games
in a cloud data center and deliver them to a client as audio/video stream via
the Internet. The client thus serves as a simple playback and input device; the
computationally complex task of executing the actual game logic and rendering
the game images is shifted to the cloud [3–6]. From a formal standpoint, based
on the popular NIST definition of cloud computing [7], cloud gaming can most
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intuitively be interpreted as a subclass of the Software as a Service model, be-
cause it constitutes a functionally complex service that is offered on the basis of
low-level infrastructure services.

From a customer perspective, one main advantage of cloud gaming exists in
the ability to access games at any place and time, independent of any specific
device upon which they are installed [3]. Furthermore, hardware expenditures
are substantially reduced, because a simplistic thin client is usually sufficient
for access [8]. In addition, games do not have to be purchased for a fixed (and
commonly quite notable) amount of money, but can be leased on a pay-per-
use basis. From the provider perspective, one main benefit is the prevention
of copyright infringements [5]. Furthermore, the development process may be
greatly simplified if games are exclusively developed for the cloud, rather than
multiple different platforms.

However, the use of the Internet also introduces a new component into the
delivery chain. Being a public network, the Internet lies (partially) out of the
control sphere of both the user and the provider, and follows a “best effort”
philosophy, i. e., it does not make any end-to-end Quality of Service (QoS) as-
surances [9]. Hence, limitations of the network infrastructure, such as high la-
tency, small bandwidth, or high packet loss, may potentially affect the QoS of
the overall cloud gaming system for the user.

In this work, we focus on the QoS parameter of latency. This parameter
plays an important role for the overall game experience [10, 6]. This specifically
applies for action-oriented games such as first-person shooters, where it may
determine whether a player is “fragged”, i.e., her/his character is killed, or is
able to frag her/his opponent [11, 10]. Hence, the first research question we aim
to empirically answer in this work is: “What is the impact of cloud gaming
on the QoS parameter of latency, as compared to a local execution of a video
game?”. In addition, inspired by related research [3] and our own previous work
[12], we formulate the following second research question: “What is the impact
of the geographical placement of cloud data centers on the QoS parameter of
latency?”.

In the following Section 2, we address the first research question, concerning
the difference between cloud-based and local gaming. This includes an extensive
description of our procedure and a thorough presentation and discussion of re-
sults. The second research question, concerning the latency implications of global
data center placement, is addressed in Section 3. An overview of related work is
given in Section 4. The paper closes with a summary and general conclusions in
Section 5.

2 Examination of Latency in Cloud-Based and Local
Gaming

In this section, we describe the first part of our experiments, aiming at the quan-
tification of latencies in cloud-based and local gaming. Following a description of



the considered variables, the measurement tool, and the measurement procedure,
we present our results and along with a thorough discussion.

2.1 Considered Variables

As explained in the previous section, in this work, we focus on the QoS parameter
of latency. It thus constitutes the only dependent variable in our experiments.
More specifically, we consider user-perceived latency. By that term, we refer to
the timespan that elapses between a certain action performed by the user, e. g.,
the press of a mouse button or a key, and the corresponding game reaction,
e. g., the appearance of gunfire or the menu. It is also referred to as “interactive
response time” or “response delay” in related research [3, 13]. Based on the
combined findings of Choy et al., Wang, and Wilson latency can be split into
the following components if a game is locally executed [3, 14, 15]:

– Input lag, which corresponds to the timespan between two subsequent sam-
pling events of the game controller, e. g., mouse or keyboard.

– Game pipeline CPU time, i. e., the time which is required for processing the
input and realizing the game logic.

– Game pipeline GPU time, i. e., the time which the graphic card requires for
rendering the next frame of the game.

– Frame transmission, which denotes the time that is required for transferring
the frame from the backbuffer to the frontbuffer of the graphic card, and
subsequently to the screen.

– LCD response time, which indicates the timespan that is required to actually
display the frame on the screen.

Once a game is executed in the cloud and delivered via a network, the fol-
lowing additional components have to be considered [3, 14, 15]:

– Upstream data transfer, i. e., the time that it takes to sent the user input to
the cloud gaming provider.

– Capture and encoding, which denotes the time requirements for capturing
the current frame and encoding it as video stream.

– Downstream data transfer, i. e., the timespan for transferring the stream to
the client.

– Decoding, which indicates the time for converting the video stream back into
a frame.

Intuitively, one might reason that a cloud-based game will always exhibit
a higher latency that a locally executed game due to the additional latency
components. However, this is not necessarily true. In fact, due to the use of potent
hardware in the cloud and depending on the geographical distance between the
user and the cloud provider, the reduction of time spent in the game pipeline
may overcompensate the network, encoding, and decoding latencies [14].

The dependent variable in our experiment, latency, may potentially be de-
termined by various factors, i. e., a set of independent variables. In our work, we



focus on different games, cloud gaming providers, and network connections as
suspected key determinants.

With respect to the main subject of our research, i. e., the examined games,
our focus was on action-oriented titles. As briefly explained in Section 1, these
games are commonly very sensitive to latency increases and thus, of elevated
interest. We specifically chose the following titles, all of which are available both
in the cloud and for local installation:

– Shadowgrounds3 is a 3D first-person shooter game developed by Frozenbyte.
It was initially released in the year 2005.

– Shadowgrounds Survivor4 is a sequel to Shadowgrounds. It was also devel-
oped by Frozenbyte and released in 2007.

– Trine5 is an action-oriented puzzle game. It was developed by Frozenbyte as
well and released in 2009.

The determination of representative cloud gaming providers is somewhat
challenging. Following an initial hype around cloud gaming, which resulted in a
variety of new suppliers, the market appears to be in a phase of consolidation
today. For example, Gaikai, one of the pioneers in cloud gaming, was acquired in
August 2012 by the major industry player Sony [16], and had temporally ceased
its services; recent reports indicate that Sony plans to exploit Gaikai for the
delivery of games to its new PlayStation 4 gaming console starting in the third
quarter of 2014 [17]. This work includes measurements for three provisioning
options:

– Cloud Gaming Provider A (CGP-A), which is located in the Americas and
operates a dedicated infrastructure6.

– Cloud Gaming Provider B (CGP-B), with headquarters in the Asian-Pacific
region, which also uses a dedicated infrastructure.

– A local personal computer (Local), which is equipped with an Intel Core 2
Quad Q6700 CPU, an NVidia Geforce GTX 560 GPU, and 4 GB of memory.

As it has been explained before, cloud gaming employs the Internet as de-
livery channel. Because the network as such is out of the control sphere of both
provider and user, we focus on the user’s network connection in our experiments.
Specifically, we regard the following techniques:

– Universal Mobile Telecommunications System (UMTS), which marks the
third generation (3G) of cellular networks and has been widely deployed in
many industrialized countries since the mid-2000s. We use a variant with the
High Speed Packet Access (HSPA) extensions.

3 http://www.shadowgroundsgame.com/
4 http://www.shadowgroundssurvivor.com/
5 http://www.trine-thegame.com/
6 Unfortunately, due to legal considerations, we are required to anonymize the names

of the cloud gaming providers.



– Long Term Evolution (LTE), which corresponds to the fourth generation
(4G) of cellular networks. It has recently been or is currently being intro-
duced by many mobile network providers.

– Very High Speed Digital Subscriber Line (VDSL), which denotes the cutting-
edge in traditional fixed-line, copper cable-based Internet access.

2.2 Measurement Tool and Procedure

The aim of our approach is to automate the measurement process to the largest
possible extent. For that matter, we have devised a GAme LAtency MEasure-
ment TOol, or in brief, GALAMETO.KOM. This tool autonomously invokes
a predefined action in the game and measures the time interval until the cor-
responding reaction can be observed. As a preparatory step, the tool requires
the user to specify the trigger that invokes a certain action in the game. Such
trigger may consist in pressing a mouse button or a key. Furthermore, the user
has to specify the screen area that will reflect the corresponding reaction, such
as the display of gunfire or the main menu. In order to reliably identify the re-
action, the user further declares a numerical sensitivity value δ. This sensitivity
value reflects the change of the average color within the predefined screen area.
Lastly, in order to start an experiment, the user specifies the desired number of
observations in the sample.

For each measurement iteration, GALAMETO.KOM first invokes the speci-
fied trigger. That is, it submits the user-defined activity to the game and stores
a timestamp tact. Then, the tool scans the frontbuffer of the graphics card and
computes the initial average color value cinit for the predefined screen area. That
procedure is continuously repeated, each time updating the current average color
ccurr and a corresponding timestamp treact. Once a change of color, i. e., a reac-
tion with sufficient magnitude, is detected (i. e., if |ccurr − cinit| ≥ δ holds), the
latency tlat = treact − tact can be computed. The latency value is stored as new
observation, and the process is repeated until a sample of the desired size has
been collected.

For our experiment, we followed a so-called full factorial design. That is,
we conducted measurements for each possible value combination of the three
independent variables. Because the local execution of a single-player game is
independent of the network connection, there are seven possible combinations
of provider and network. For each combination, we examine the three selected
games. Thus, our experimental setup consists of 21 different test cases.

For each test case, we acquired a sample of 250 observations. Subsequently, we
checked for statistically significant differences between the test cases with respect
to the mean latencies using a parametric t-test [18, 19]. For validation purposes,
a non-parametric Mann-Whitney U -test was additionally applied [19]. Both tests
were conducted at the same confidence level of 95% (i. e., α = 0.05). The mean
latencies of a pair of test cases are only considered significantly different if the
according indication is given by both tests.

All experiments were executed using the previously specified computer in or-
der to avoid measurement inaccuracies due to hardware differences. The differ-



ent network connections were provided by a major German telecommunications
provider. No artificial network disturbances were introduced into the measure-
ment process.

2.3 Results and Discussion

The results of our experiment, i. e., observed mean latencies are illustrated in
Figures 1, 2, and 3 for the three games respectively. In addition, Table 1 contains
the detailed results that have been the basis for the figures.

As can be seen, a local execution of the games yields the lowest latencies,
ranging from 22 ms for Shadowgrounds to 44 ms for Trine. As it may have been
expected, the latencies significantly increase with the novelty of the game. Be-
cause the remaining latency components can be assumed constant, this indicates
a growth of computational complexity within the game pipeline, i. e., the overall
increase in latency can likely be traced back to increased CPU and GPU time.

For cloud gaming provider A, we observe mean latencies between approxi-
mately 65 ms and 130 ms. The latencies significantly decrease with improved
network connectivity. Specifically, with respect to the cellular networks, LTE is
able to reduce the mean latency by up to 35 ms compared to UMTS. A fixed-line
connection, namely VDSL, yields a further reduction of up to 12 ms. In general,
the latency increases diminish compared to a local execution with the novelty
of the game. This indicates that the latency of the game pipeline can, in fact,
be reduced through the use of dedicated hardware in the cloud data center (cf.
Section 2.1). However, the effect does not compensate for the network delay in
our test cases. Hence, regardless of the game and network connection, provider A
is not able to compete with a local execution in terms of latency. Depending on
the network connection, cloud gaming adds between 40 ms and 90 ms of latency
for each considered game. These differences are statistically significant at the
assumed confidence level of 95%.

For cloud gaming provider B, we find even higher mean latencies between
about 150 ms and 220 ms. Once again, there is a significant reduction in these
figures with improved network connectivity. Compared to UMTS, LTE achieves
a reduction of up to 29 ms, which very similar to the results for cloud gaming
provider A. Likewise, VDSL shaves off between 9 ms and 17 ms in latency in
comparison to LTE. In contrast to provider A, we do not find a decreasing
latency margin with increasing novelty, i. e., computational complexity, of the
game. Thus, provider B is even less capable than provider A of competing with a
local execution in terms of latency. Specifically, depending on the game, provider
B adds between 100 ms and 150 ms of latency. As for provider A, these increases
are statistically significant.

In addition, the box-and-whisker plots indicate higher variations in the ob-
served latencies, i. e., higher jitter, for both cloud gaming providers compared to
a local game execution. This is also important to note, since previous research
has not only identified absolute latencies, but also high jitter as an aspect in
cloud gaming systems that may substantially impair the QoE of the end user
[20].
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(a) Mean latencies.
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(b) Box-and-whisker plot of latencies.

Fig. 1. Observed latencies for the game Shadowgrounds (sample size n = 250). In
Figure 1(a), error bars indicate the 95% confidence intervals. In Figure 1(b), the box
marks the 25th, 50th, and 75th percentiles, and the whiskers indicate the 2.5th and
97.5th percentiles.
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(b) Box-and-whisker plot of latencies.

Fig. 2. Observed latencies for the game Shadowgrounds Survivor (sample size n = 250).
Same notation as in Figure 1.
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(b) Box-and-whisker plot of latencies.

Fig. 3. Observed latencies for the game Trine (sample size n = 250). Same notation
as in Figure 1.



Table 1. Detailed results for the independent variable latency per test case (in ms).
Abbreviations: SG – Shadowgrounds; SGS – Shadowgrounds Survivor; CI95 – Radius
of the 95% confidence interval; Pc. – Percentile.

Game Provider Network Mean CI95 2.5th Pc. 25th Pc. Median 75th Pc. 97.5th Pc.

SG CGP-A UMTS 93.65 6.49 68.98 81.06 87.49 95.00 132.66
SG CGP-A LTE 76.39 1.34 55.04 69.74 76.65 83.19 96.76
SG CGP-A VDSL 64.39 0.98 48.01 59.05 64.52 69.96 79.75
SG CGP-B UMTS 205.34 3.00 167.71 189.81 200.33 216.11 262.00
SG CGP-B LTE 181.47 3.20 145.54 163.79 179.08 193.80 263.31
SG CGP-B VDSL 170.09 3.29 136.85 151.75 166.23 178.13 259.15
SG Local N/A 22.13 0.93 7.91 17.46 22.68 27.80 36.00

SGS CGP-A UMTS 106.19 1.61 83.63 96.21 106.89 115.02 130.41
SGS CGP-A LTE 80.41 1.40 60.26 72.82 79.59 87.32 102.33
SGS CGP-A VDSL 70.43 1.00 56.06 64.66 70.00 76.13 86.90
SGS CGP-B UMTS 217.63 3.27 182.11 200.11 213.73 231.18 285.12
SGS CGP-B LTE 201.58 2.85 161.56 189.64 198.71 210.90 261.06
SGS CGP-B VDSL 184.45 2.73 150.83 167.37 183.18 199.11 224.45
SGS Local N/A 33.79 1.11 16.64 27.69 34.03 39.98 51.08

Trine CGP-A UMTS 128.13 1.91 95.56 117.01 128.43 139.00 153.98
Trine CGP-A LTE 93.06 1.31 76.26 85.96 93.24 99.48 112.61
Trine CGP-A VDSL 82.88 1.25 67.05 75.82 82.03 88.62 106.85
Trine CGP-B UMTS 189.58 2.57 157.01 176.04 187.87 201.02 239.97
Trine CGP-B LTE 160.76 3.11 130.12 145.36 156.74 169.60 219.02
Trine CGP-B VDSL 151.69 2.01 118.01 141.79 152.10 161.56 181.86
Trine Local N/A 44.68 1.83 25.14 35.90 41.01 49.29 84.01

In summary, with respect to the first research question from Section 1, we
conclude that cloud gaming has a significant and negative impact on the QoS
parameter of latency, compared to the local execution of a game. Depending on
the provider and network connection, cloud gaming results in latency increases
between 40 ms and 150 ms. In relative terms, the increases amount to between
85% (Trine at CGP-A using VDSL) and 828% (Shadowgrounds at CGP-B using
UMTS).

As previously explained, our focus in this work was on QoS, i. e., objective
quality figures. Thus, the subjective perception of our results may substantially
differ between various player groups. According to Dick et al., the mean tolerable
latencies for an unimpaired experience in a multi-player game are in the range
between 50 and 100 ms; maximal tolerable latencies are approximately 50 ms
higher, i. e., in the order of 100 to 150 ms [10]. User studies by Jarschel et al.
also indicate that the Quality of Experience (QoE) quickly drops with increasing
latency, specifically in fast-paced games such as racing simulations or first-person
shooters [4]. Hence, based on the observed numbers, we believe that cloud gaming
is primarily attractive for slow-paced games, as well as casual players who likely
have moderate QoS expectations compared to experienced and sophisticated
gamers.

Given the reliance on the Internet as delivery medium, cloud gaming would
likely profit from a shift away from the best-effort philosophy towards sophisti-
cated QoS mechanisms. The development of such mechanisms has been an active
field of research for many years, resulting in proposals such as Integrated Services
(IntServ) or Differentiated Services (DiffServ) [21]. However, past experience –
for example, with the rather sluggish introduction of IPv6 – has shown that
many Internet service providers are rather reluctant to make fundamental in-
frastructure changes unless a pressing need arises. In addition, as the ongoing



debate about net neutrality shows, the introduction of QoS management tech-
niques on the Internet is not merely a technical issue. For a more comprehensive
discussion, we refer the interested reader to Xiao [22].

Assuming that the Internet itself will remain to follow a best-effort philosophy
in the short and medium term, two main options remain for cloud providers to
improve the QoS of their systems. The first option consists in moving the data
centers geographically closer to the clients. However, for a constant client base,
such decentralization implies building a larger number of data centers. Due to
the reduced size and thus, smaller economies of scale of these data centers [23],
such approach is likely to be cost-intensive. A viable alternative may consist
in the exploitation of servers in existing content delivery networks, as proposed
by Choy et al. [3]. Second, cloud providers may upgrade their servers to reduce
the latency of the game pipeline. Thus, they could aim to (over-)compensate
for the network latency. However, while such an approach may be successful
for computationally complex games, it will likely fail for older games where the
impact of the game pipeline is relatively small. In addition, server upgrades
can be costly, specifically if disproportionately expensive high-end components
have to be purchased. Hence, in our opinion, a key challenge for cloud providers
consists in finding an economically reasonable balance between QoS (and thus,
the potential number of customers) and cost.

3 Examination of Round-Trip Times Between Globally
Distributed Compute Nodes

This section describes the second part of our experiments, i. e., the quantification
of latencies between globally distributed compute nodes, representing fictitious
cloud data centers. Similar to the previous section, we first explain the considered
variables and measurement procedure, followed by a presentation and discussion
of results.

3.1 Considered Variables

For this second part of our research, we conceived two linked experiments. The
first examines the bilateral latency among different globally distributed loca-
tions in order to assess the maximum feasible distance between a provider and
consumer. In contrast, the second experiment focuses on the unilateral latency
between a single client and aforementioned compute nodes, depending on differ-
ent network connections.

Similar to the previous section, latency constitutes the dependent variable
in our experiments. However, in contrast to our previous experiment, we focus
on a specific component of latency, namely Round-Trip Time (RTT), i. e., the
timespan between the sending of a ping packet and receipt of the corresponding
pong packet. RTT is also referred to as “network delay” in related research
[13]. Since RTTs are only a part of overall latency in cloud gaming systems –



cf. Section 2.1 – and processing times are explicitly not considered, our results
should be seen as a lower bound on overall latency.

For both the bilateral and unilateral measurements, we used an identical set
of 15 globally distributed compute nodes, each representing a fictitious cloud
data center. For the bilateral measurements, the source node and target node
constitute independent variables. In the unilateral measurements, only the lat-
ter is considered, because all measurements are taken from the identical source
host. In the unilateral measurements, we further considered the client’s net-
work connection as independent variable. Since our experiments were conducted
independent of the latency measurements from Section 2, we did not have ac-
cess to the dedicated network connections of aforementioned telecommunications
provider anymore. Hence, we used the following two options:

– UMTS with HSPA extensions, using the public cellular network of another
major German telecommunications provider.

– Wireless Local Area Network (WLAN), provided by an access point that was
attached to our university’s high-bandwidth network.

3.2 Measurement Tool and Procedure

For the purposes of our experiment, we conceived and implemented an addi-
tional measurement utility. It uses the tool tcping7 for Windows respectively a
comparable script tcpping8 for Linux to repeatedly measure the RTT between
the respective node and all remaining nodes.

In accordance with the previous section, we also followed a full factorial
design, conducting measurements for each distinct value combination of the in-
dependent variables. In the case of the bilateral measurements, this results in
210 test cases, each representing a specific combination of the 15 source and
target nodes. For the unilateral measurements, we considered 30 test cases, each
resulting from a distinct combination of the 15 target nodes and two network
connections.

As common testbed for our experiments, we chose PlanetLab [24], a research
network that consisted of approximately 1,200 globally distributed nodes at 550
sites as of January 20149. We selected 15 nodes on five continents (Asia, Africa,
America, Europe, Australia) to serve as fictitious cloud data centers, representing
the providers of cloud-based multimedia services, and deployed our measurement
utility on these nodes. The measurement utility was executed over a timespan
of approximately four days, resulting in samples of 10,000 RTT observations for
each pair of nodes in the bilateral measurements. For the unilateral measure-
ments, we obtained a smaller sample of 1,000 RTT observations for each net-
work connection and target node. For each sample, we subsequently computed
the mean RTT value and corresponding 95% confidence interval [19].

7 http://www.elifulkerson.com/projects/tcping.php
8 http://www.vdberg.org/~richard/tcpping.html
9 http://www.planet-lab.org/
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3.3 Results and Discussion

The results for the bilateral and unilateral measurements are provided in Ta-
ble 2 and Table 3. Furthermore, the results for the unilateral measurements are
visualized in Figure 4. Please note that timed-out pings were not considered in
the computation of mean RTTs, hence resulting in differing effective sizes for
each underlying sample.

Since the propagation of electric signals is constrained by the speed of light,
it comes as little surprise that the observed latencies dramatically increase with
the geographical distance between two nodes. Choy et al. [3] explain that the
processing of game content on the client and server side requires approximately
20 ms. This aligns well with the overall latency of approximately 20 ms to 40 ms
that we found for local gaming in the previous section and also corresponds to
delays of about 30 ms that were found by Huang et al. as part of experimental
studies with their GamingAnywhere system [13]. Hence, RTTs should not exceed
a threshold of about 80 ms to permit for acceptable QoE.

This argument confirms our statement from Section 2.3 that cloud data cen-
ters for the provision of cloud gaming services should be placed in geographical
proximity to the potential clients. Specifically, the results for the bilateral mea-
surements from Table 2 indicate the such proximity more or less translates into
placement on the same continent. For example, RTTs between Argentina (AR)
and Brazil (BR), or Germany (DE) and Finland (FI) were found to fairly accu-
rately meet the aforementioned threshold of 80 ms.

This observation is underpinned by the results of the unilateral measure-
ments in Table 3. Specifically in UMTS networks, the observed RTT drastically
increases with geographical distance and easily exceeds the acceptable threshold,
even for target nodes that were placed close to our client in Darmstadt, Ger-
many, e. g., in Finland (FI) or Israel (IL). Furthermore, the results indicate that
the gap in RTT between UMTS and WLAN is statistically significant at the
assumed confidence level of 95% and quickly widens with geographical distance.



Table 2. Observed mean RTTs (in ms; with 95% confidence intervals) between pairs
of globally distributed nodes (effective sample size n′ ≥ 9, 490).

Target Node
AR AU BR CN DE FI FR IL IN JP KR RU TR UK US

S
o
u
r
c
e

N
o
d
e

AR
- 360.4 80.7 360.2 333.5 348.7 310.6 369.7 512.0 435.6 422.8 346.0 374.8 314.8 211.9
- (0.3) (0.3) (0.3) (0.3) (0.2) (0.4) (0.3) (0.3) (0.3) (0.7) (0.3) (0.4) (0.3) (0.4)

AU
360.9 - 367.9 269.5 356.0 374.1 333.0 392.1 300.2 296.2 295.0 349.6 397.5 337.4 198.3
(0.4) - (0.3) (0.1) (0.0) (0.1) (0.1) (0.0) (0.8) (0.0) (0.1) (0.5) (0.1) (0.0) (0.6)

BR
89.0 366.7 - 378.8 268.8 303.4 246.8 305.2 473.9 342.0 401.9 325.1 311.7 250.4 198.1
(0.7) (0.2) - (0.3) (0.0) (0.1) (0.2) (0.0) (0.3) (0.2) (0.7) (0.4) (0.1) (0.1) (0.4)

CN
364.0 269.7 384.3 - 199.6 308.5 185.1 233.4 434.0 98.0 530.2 306.8 238.6 178.7 191.1
(0.4) (0.1) (0.3) - (0.3) (0.2) (0.4) (0.4) (3.7) (0.4) (5.1) (0.6) (0.3) (0.4) (0.3)

DE
337.2 356.0 269.1 200.3 - 62.1 31.3 81.8 211.4 271.3 341.9 61.8 55.3 27.1 145.4
(0.5) (0.0) (0.0) (0.3) - (0.0) (0.1) (0.0) (0.1) (0.2) (0.5) (0.3) (0.1) (0.0) (0.6)

FI
350.7 376.7 304.4 307.9 62.1 - 76.9 120.2 268.6 308.6 341.6 55.7 97.9 65.4 186.3
(0.3) (0.1) (0.1) (0.2) (0.0) - (0.1) (0.0) (0.2) (0.1) (0.1) (0.3) (0.1) (0.0) (0.2)

FR
313.9 332.7 245.4 185.4 30.6 76.7 - 66.9 189.5 271.5 289.5 69.0 72.5 11.9 154.3
(0.5) (0.1) (0.2) (0.4) (0.1) (0.1) - (0.1) (0.1) (0.2) (0.2) (0.6) (0.1) (0.1) (1.1)

IL
372.7 392.3 305.3 233.9 81.9 120.2 67.1 - 247.6 316.2 365.1 125.2 128.0 60.4 198.4
(0.5) (0.0) (0.0) (0.4) (0.0) (0.0) (0.1) - (0.1) (0.2) (0.5) (0.6) (0.1) (0.0) (0.2)

IN
504.3 309.0 470.4 430.6 214.2 266.2 192.5 250.8 - 180.9 321.1 235.5 256.5 194.6 330.5
(0.3) (0.8) (0.3) (3.7) (0.1) (0.2) (0.2) (0.1) - (0.2) (0.9) (0.4) (0.2) (0.1) (0.2)

JP
436.2 296.2 341.6 97.9 271.1 311.0 271.9 315.9 176.3 - 37.0 301.4 306.8 261.0 155.2
(0.4) (0.0) (0.3) (0.4) (0.2) (0.2) (0.2) (0.2) (0.1) - (0.0) (0.6) (0.2) (0.2) (0.7)

KR
424.2 293.9 399.5 506.7 347.8 341.9 292.0 375.5 320.6 37.4 - 328.4 356.4 285.2 191.5
(0.7) (0.1) (0.6) (4.9) (0.4) (0.1) (0.3) (0.5) (0.6) (0.0) - (0.5) (0.3) (0.2) (0.5)

RU
349.0 345.7 324.5 301.0 59.7 54.2 67.5 122.6 233.5 299.5 328.7 - 114.9 59.1 182.4
(0.4) (0.3) (0.3) (0.4) (0.2) (0.2) (0.4) (0.4) (0.3) (0.3) (0.4) - (0.4) (0.4) (0.6)

TR
384.3 399.7 311.6 239.1 56.7 99.3 75.3 129.4 256.9 308.1 355.3 115.2 - 67.7 181.8
(0.7) (0.1) (0.1) (0.2) (0.1) (0.1) (0.2) (0.1) (0.2) (0.2) (0.3) (0.4) - (0.1) (0.2)

UK
318.4 337.4 250.5 178.6 27.1 65.4 12.0 60.4 193.0 261.4 276.1 61.9 66.5 - 144.1
(0.5) (0.0) (0.0) (0.4) (0.0) (0.0) (0.1) (0.0) (0.1) (0.2) (0.1) (0.6) (0.1) - (0.5)

US
218.0 197.9 199.3 190.4 144.8 188.8 152.2 198.3 325.5 154.1 193.2 185.7 180.4 143.6 -
(0.4) (0.1) (0.4) (0.1) (0.1) (0.1) (0.2) (0.2) (0.1) (0.1) (0.3) (0.6) (0.2) (0.2) -

Table 3. Observed mean RTTs (in ms; with 95% confidence intervals) between clients
in Darmstadt (Germany), which used different Internet connection types, and globally
distributed target nodes (effective sample size n′ ≥ 991).

Target Node
AR AU BR CN DE FI FR IL IN JP KR RU TR UK US

C
o
n
n
.

WLAN
303.4 341.4 276.6 380.4 30.7 90.9 30.5 91.8 194.1 282.8 354.8 128.1 77.5 35.1 182.9
(0.9) (0.6) (0.4) (3.4) (0.4) (0.2) (0.4) (0.3) (0.7) (1.7) (0.4) (3.2) (0.4) (0.6) (1.5)

UMTS
761.4 810.2 424.2 1043.1 44.6 410.3 41.0 342.2 427.6 562.5 853.1 405.9 412.1 47.0 433.6
(40.8) (42.5) (11.9) (41.0) (1.1) (18.3) (2.9) (24.8) (12.3) (27.2) (43.2) (10.9) (11.5) (2.6) (14.1)

For example, for the Western European target hosts, such as Germany (DE),
France (FR), or the United Kingdom (UK), we observed relative moderate abso-
lute increases of 10 ms to 15 ms, or less than 50% in relative terms. In contrast,
geographically more remote locations, such as Turkey (TR) or Israel (IL), were
found to provide an acceptable latency around 80 ms when using WLAN, while
the mean RTTs increase to more than 300 ms in UMTS networks.

In summary, with respect to the second research question from Section 1, we
conclude that the placement of data centers close to the potential customers is
a key factor in providing cloud gaming services with adequate QoS properties.
Furthermore, the work at hand shows that not only WLAN, but also UMTS
cellular networks may allow for cloud-based gaming if the cloud data centers
that provide the according services are placed in geographical proximity to the
user.



4 Related Work

Chen et al. have, to the best of our knowledge, been the first to conduct empirical
latency measurements of actual cloud gaming providers [8]. In their experiments,
they regarded OnLive, a commercial provider, as well as, StreamMyGame, a free
software tool that permits to set up a private video game stream. Chen et al. pro-
pose and implement a measurement tool which is based on similar conceptual
ideas as GALAMETO.KOM. Most notably, the authors also trigger a certain
action – in their case, the invocation of the in-game menu – and observe the
appearance of the corresponding reaction based on color changes. In their ex-
periments, they find streaming delays – which do not include the network latency
– between 135 ms and 240 ms for OnLive and up to 500 ms for StreamMyGame.
Thus, their results are in a similar order of magnitude as the values that have
been observed in our experiments. In contrast to this work, Chen et al. trigger
the comparison process in the measurement tool through a redirected Direct3D
function call and operate on the backbuffer of the graphics card, not the front-
buffer. Thus, the latency component that is introduced through the copying of
the backbuffer scene into the frontbuffer has not been considered in their work.
In addition, and more importantly, the authors do not use a locally executed
game as benchmark in their experiments.

Jarschel et al. have conducted a user-study involving 58 participants on QoE
of cloud gaming depending on network characteristics [4]. For that purpose,
they generate an audio/video stream using a PlayStation 3 gaming console.
This stream is subjected to artificial delay and packet loss, ranging between 0
and 300 ms and 0 and 1% respectively, in different test scenarios. Jarschel et al.
find that the quality of the downstream, i. e., the link between provider and user,
has a substantially higher impact on the QoE than the quality of the upstream,
i. e., the link between user and provider. Their results also indicate that packet
loss is of higher relevance than latency for the subjective quality perception.
The main difference compared to our work consists in the focus on subjective,
rather than objective quality aspects. In addition, Jarschel et al. did not regard
commercial cloud providers in their experiments.

Wang and Dey have proposed a cloud gaming system for mobile clients called
Cloud Mobile Gaming (CMG) [25]. As part of their work, they examine the im-
pact of different factors on the user experience. The considered factors involve
the video stream configuration and quality, the game configuration, delay (i. e.,
latency), and packet loss. Similarly to Jarschel et al., the authors use a con-
trolled experimental setup, in which they systematically vary the values of the
previously mentioned factors. Using a study group of 21 participants, they infer
impairment functions for these factors. The findings are subsequently validated
using a control group of 15 participants. Based on practical measurements, the
authors conclude that their CMG system may provide a subjectively good or
mediocre gaming experience in WLAN and cellular networks, respectively. In
contrast to our work, which considers public cloud gaming providers and the
local execution of games, Wang and Dey exclusively examine their own, propri-
etary cloud gaming system.



Outside the academic world, West has measured the latency of various locally
executed games on a PlayStation 3 console [26]. West uses a commodity digital
camera in order to take high-frequency photographs of the game controller and
the attached screen during gameplay. Based on a subsequent manual analysis of
the resulting picture stream, he deduces the timespan between a button press
and the corresponding action. West finds latencies between approximately 50 ms
and 300 ms on the PlayStation 3. The main benefit ob West’s method is the
clear separation between the gaming system and the measurement system. In
addition, the camera-based approach also permits to capture the LCD response
time. However, the accuracy of the measurement is limited by the maximal
framerate of the camera. In addition, GALAMETO.KOM only requires a brief
preparatory manual tuning phase, whereas West’s method requires substantial
manual effort, which renders the collection of large data samples difficult.

Continuous measurements of latencies among various geographically dis-
tributed nodes are carried out within the so-called Ping End-to-end Report-
ing (PingER)10 project. The project – which was started in 1995 and involves
more than 700 worldwide nodes today – publicly provides its results in various
formats through its Web site. Unfortunately, the project focuses on bilateral
measurements and does not provide data on different network connections, such
as cellular and wireless networks.

An open-source cloud gaming system, called GamingAnywhere, has been pro-
posed by Huang et al. [13]. The software is available for public download through
the project’s Web site11. Huang et al. examine the performance of their system
with respect to QoS and QoE properties through an experimental evaluation,
based on three different games, and compare it to the performance of a com-
mercial cloud gaming provider, namely OnLive, and a similar system, namely
StreamMyGame. The authors find that their system provides latencies of around
40 ms to 45 ms, compared to about 150 ms to 200 ms for OnLive and approx-
imately 400 ms for StreamMyGame. Based on their experiments, Huang et al.
also claim that GamingAnywhere incurs substantially lower network load and
features higher video quality than the two other systems. In contrast to our
work, their paper does not include a comparison with local gaming and does not
feature RTT measurements for globally distributed data centers.

In our our recent work [12], we have identified latency, energy consumption,
and cost as main challenges for mobile cloud gaming. Similar to the work at hand,
this previous publication provided unilateral RTT measurements in cellular and
wireless networks. However, it did not feature large-scale bilateral measurements
between globally distributed compute nodes, and did not consider actual cloud
gaming providers.

Lastly, this invited paper builds on and extends our own previous publica-
tion [27]. As major novel contribution, the work at hand features bilateral and
unilateral RTT measurements, which are a valuable complement to the primary
experiment that focused on latency in cloud-based and local gaming.

10 http://www-iepm.slac.stanford.edu/pinger/
11 http://gaminganywhere.org/



5 Summary and Conclusions

The cloud computing paradigm has substantially transformed the delivery of IT
services. A relatively new service class within this context is cloud gaming. In
cloud gaming, video games are centrally executed in a cloud data center and
delivered to the customer as an audio/video stream via the Internet. While this
model has many advantages both from a user and provider perspective, it also
introduces the Internet into the delivery chain, which may inflict the Quality of
Service for the user.

In this work, our first focus was on the experimental evaluation of user-
perceived latency in cloud-based and locally executed video games. For that
matter, we created the semi-automatic measurement tool GALAMETO.KOM.
We conducted latency measurement for two cloud gaming providers, using three
different games and network types, respectively. Our results indicate that cloud
gaming exhibits significantly higher latency than a local execution. Absolute in-
creases were in the range between 40 ms and 150 ms, while the relative increases
approximately amounted to between 85% and 800%. The margin between cloud
providers and the local execution diminished with an improved network connec-
tion and an increase in computational complexity of the game.

As a complement to our primary experiment, this work featured an assess-
ment of round-trip times among globally distributed compute nodes, as well as
between these nodes and a single client that used different network connections.
Here, we found mean round-trip times between 10 ms and 530 ms and 40 ms
and 1050 ms for the first and second setup, respectively. These results confirm
the notion that the provision of cloud games with adequate QoS properties re-
quire a placement of cloud data centers in geographical proximity to end users,
specifically if cellular networks are used as delivery medium.
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