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Ahsrract 
Pecr-to-Pccr (PZP) and GRID cornputing are two conccpts that havc reccntly 
crncrgcd within the distributcd systcrns dornain. Both have becn succcssfully 
applied in a nurnbcr of areas and havc rcccivcd considcrablc attcntion. 
Frequcntly the two conccpts are linkcd, though a straight forward coinparison is 
not possible. In this papcr the GRiD background is describcd and GRID nnd 
P2P arc cornparcd to establish whcrc cornrnonalities and differcnccs arc. 

1. In t roduc t ion  

Pcer-to-Pccr and GRiD cornputing are [wo concepts that are frcqucntly linkcd 
and cornparcd. However, since thcy are basically addrcssing different arcas and 
corne frorn a dimcrcnt background, this is not a straight forward cornparison of 
features and functionalities. The idea of GRiD cornputing originatcd in thc 
scientific cornrnunity and has bcen rnotivatcd by proccssing power and storagc 
intensive applications [19]. Thc basic objcctive of GRiD cornputing is to 
Support resource sharing arnong individuals and institutions (organizatioiial 
units), or resourcc entitics wittiin a nctworked infrastniciurc. Resourccs that can 
be shared are for instancc bandwidth, Storage and proccssing capacity. but also 
data [16. 171. The resourccs pcrtain to organizations and institutions across tlie 
world; they can bclong to a singlc cntcrprisc or bc in ari cxtcrnal rcsoiircc- 
sharing and servicc providcr rclatioriship. Ori thc CiRID, they form distribiitcd, 
hcterogeneous, dynariiic virtual org;iriizatioris [ I ] .  

Tlic GKID is not a cornplctcly ncw coriccpt; i t  builds (ns PZP docs) on results o f  
distributcd sysicins rcscarch. With thc prolifcr;ition of thc Internct and the 
dcveloprncnt o f  thc Wch (togcthcr wiiti crncrging distributcd rniddleware 
platforrns), i t  is now possiblc to build largc-scalc distributcd applications that 
can Span a widc gcographical and organizational arca. This has bccn taken 
advantagc of  within thc P2P and the GFUD cornniunity niore or lcss at the Same 
tirnc. Thc GRID has bccn driven by the sciencc community, which first saw the 
potential of  such Systems and irnplcrncntcd thcrn on a wider scalc. Application 
areas hcrc arc distributcd supcrcornputing (c.g. physical process sirnulations), 
high-throughput cornputing (to utilizc unuscd proccssor cyclcs), on-demand 
coniputing (for short-tcrm dernands and load balancing), data intensive 
cornputing (synthcsizing information frorn data that is maintained in 
gcographically distributcd repositories), and collaborative cornputing [2]. 
It is irnportant to note that the prirnc objectivc of  GRfD cornputing is to provide 
access to cornrnon, very large pools of different resources [hat enable innovative 
applications to utilize thern [13]. This is one of tlic defining diffcrences between 
Pccr-to-Peer (PZP) and GRlD cornputing. Although both are concemed with the 
pooling and coordinatcd usc of  rcsourccs, thc GFUD's objcctive is to provide a 
platform for the integration of various applications. whcrcas initially P2P 
applications havc been vcrtically integratcd [IS]. 
Many currcnt GRID irnplcrncntations arc bascd on tlic Globiis ToolkitTM, an 
opcn source toolkit (20, 211. Within the Globus projcct, a pragrnatic approach 
has bccn taken in irnplerncnting serviccs nccdcd to support a cornputational 
GRID. The Open GRiD Scrviccs Architccture (OGSA) initiative - inspired by 
the Globus projcct - devclops the GRID idea furthcr and is also concerned with 
issues that have not been in the focus of  thc Globus project such as  architectural 
and standardization mattcrs. 
In this papcr, thc rnain initiatives and concepts driving GRID are introduced. 
Subscquently, the rclationship of P2P and GRiD are discusscd in rnore detail. 
Thc different approachcs are bcing cornpared considering and it is discussed if 
and how thesc concepts convergc. 
Section 2 discusscs GFUD architcctural issucs. Scction 3 introduces the Globus 
projcct whcrcas scction for concentratcs on Open GRlD Scrviccs Architecture 
(OGSA) issucs. In scction 5 GRlD and P2P arc discusscd in context, and finally 
scction 6 concliidcs thc papcr. 
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Figure I : (;KID: A laycrcd Vien  

.An t~ourglass rnodcl (cornparable to rhc Intcnici) is uscti to \,isualize thc 
differerit concepts. In this view a small group of corc proiacols and conlponents 
build ihc link between high-levcl mechanisms and a nunitxr of lowcr lcvel base 
iechnologies [22]. The cornponcnts of  the architecture (as Jepicied in Figure 1) 
arc ihe Fabric Layer, the Connectivity Layer, tlie Kcsource Laycr and thc 
Collcciivc Layer [13]. The applications that residc on iop of ihis infrasiructurc 
can use the components of the Collective, Resource and C'oiinectivity Layers 
dirccily, depending o n  their requircments. 
The Fabric Laycr within the architecture rnakes thc resources available [hat arc 
providcd by ihe different nodes of the GFUD for cornnion usagc, i.e. ii provides 
cornnion acccss to resources that are shared wiihin a virtual organization. 
Kesources can be classified as computing rcsources, storage, nctwork resources, 
code storage, and directorics. [13]. The Fabric Layer iriiplcrnents the resource 
spccific operations for particular rcsources and offcrs a unified iriicrfacc to tlic 
iipper layers. 
Tlic Connectivity Liiycr hosts the mosi irnpoi-taiii conuriuriicaiioii 2nd 
auihentication protocols ihat are rcquired for GKlD spccific cornriiunicaiiori. l t  
;illows tlie data cxcharigc bctwecn thc resources Iocaied ai the Fabric Laycr. The 
coniinunicaiion protocols employed in ihis conrcxt are prcdoniinantly fivrii ilic 
TC1'/Ill proiocol suiic. Securiiy is provided by a public key infrastruciiire bascd 
on spcci:il GKlD sccurity protocols [23]. On top o f  itie Coriiiecti\,~iv L ~ i y e r .  ihe 
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I'iiially. ihc Applicaiiori Laj.cr coinprises ihc uscr applicaiioiis ihai are uscd io 
realizc tlie virtual orgaiiizatiori. Applicriiioiis are iiiilizirig tlic s c ~ \ ~ i c c s  offcrcd 
by tlic iiridci-lying layers. -l-licj cari dircctly access iliesc scrviccs. 

3 Tbc Globus Project 

Thc Globus projcct siiiricd i i i  1996; ii is liosicd, by Argoiine National 
Laboratory's Mathcniaiics arid Computer Scicncc L)ivisioii, the University of 
Southern California's Iiiiurriiaiion Scienccs Insiitute, aiid the University of 
Chicago's Distributed Sqsreins Laboratory. I r  is siipported by a niiinber of 
irisiitutional (c.g. Kaiioiial Cornputational Scierice Alliance ([ISA). NASA, 
Univcrsiries of Chicago iiiid Wisconsin) arid indusrry panricrs (c.g. 113M aiiti 
Microsoft) [3]. Thc projcci is ceiirered on four rnairi aciivity areiis: 

Buildirig of  largc-scale GRlD applications such as disiributed supci-coniputiiig, 
,. . 

smart instrumenls, dcsktop supcrcoinputing tcleimriicrsion. 
Support for plaiuiing aiid building of largc-scale tcsrbeds for (;KID rcsearch 

but also for productively iised GRID systems 
Research irito GRlD rclated issues such as resource managcnicrii. securiiy, 

information scrvices. fault dctection and data niaiiagernent. 
Building of  sofiware tools for a varicty o f  platforrns (the so call (;lobus 

ToolkitTM). Tlicse sofiware tools are considercd rcsearch prototypcs. 
The Globus ToolkitTM is one of the major rcsults generatcd 11y the (jlobus 
project. I t  supplies ihe building blocks of tlic GRID, i.e. i t  pro\,idcs services and 
rnodules requir-ed ic support GRlD applicatioris iirid prograrniiiiiig iools. I t  is a 
comnunity bascd. open architccturc, operi source set of  services aiid software 
librarics [ I ] .  Tlie (ilobus services can hc used indcpendcritly OS iogether to form 
a supporting platform for GRID applicaiioiis. Thc applicaiioii area is rnairily 
coiiccrncd wiili distriburcd science applications. Ttie services arc prograrns that 
intcract uiili each otticr io exchaiige iiiforniation or co-ordiiiaic ilie proccssirig 
of tasks. 
A riumbcr of  Glolius scrvices ilciil u.itli resoui-cc sclccriuii, allo~atiori,  2nd 
managcinciit. Resoursc in ihis coriicxi is a gerieric icriii for evcrything rcquii-ed 
io process a iask. Tliis incliidcs sysicrii resoiir-ccs s~icli  :is (:l'U, rict\vork 



bandividth and stor;igc c;ip;icity. In ordcr to do  rhis. :I Kcsoiiicc Sclccrioii 
Scrvicc (KSS) is rcqiiirccl. I t  proviclcs a gcticric rcsourcc sclcctiori franicwork 
Tor all kinds of GKID applications. Siicli a scrvicc idcntifics a suitablc sct ot' 
rcsourccs by taking into account applicatiori cliaractcristics arid sysrcrn stiitiis 

[41. 
Thc Globus Rcsourcc Allocation Mariagcr (GRAM) is part of thc lowcst Icvcl 
of the rcsourcc rnanagcnicnt architccture. It providcs rcsoiircc allocatiori, 
proccss crcation, monitoring, and rnanagerncnt services. The GRAM servicc 
rnaps rcqucsts cxprcsscd in thc Rcsource Spccification Languagc (RSL) into 
cornniands io local schedulers and cornpiitcrs [SI. An end-to-cnd rnanagcrncnt 
of QoS for different resource types such as bandwidth, CPU, arid storagc is 
providcd by thc Gcncral-Purposc Archiiccture for Rcscrvation and Allocation 
(GARA) systern [18][6]. Dynarnic fcedback is uscd arnong rcsoiircc manrigcrs 
to coordinate the resourcc rnanagerncnt dccisions [7]. The rcsourcc rnanagcnicnt 
tools build on existing languages, protocols, and infrastructure. Thcir 
capabilitics dcpcnd on the functionality and capacity of thc hosting 
cnvironrncnts they operatc in. 
A central scrvicc within ttic Globus Toolkit is thc Monitoring and Discovery 
Scrvicc (MDS-2). This gencric scrvice provides a frarncwork for scrvice and 
data discovery. Thc MDS scrvicc supplics information conccrning systcrn 
configuration and siatus inforrnation to other scrviccs. This includcs scrvcr 
configuration, location of data rcplica, nctwork Status, etc. Two protocols arc 
uscd for acccssing and cxchanging inforrnation in this contcxt; viz. GRiP - thc 
GRiD Information Protocol (uscd to acccss inforrnation about cntitics) and 
GRRP - thc GRiD Registration Protocol (uscd to notify dircctory scrviccs of thc 
availability of ccrtain inforrnation) [SI. 
A nurnber of other scrviccs arc availablc within thc Globus Toolkit to deal with 
issues such as: 

security, authentication. intcgrity and confidcntiality (providcd by the GRID 
Sccwity Service, GSI), 

the rnanagcrnent of data rnovernent and acccss strategics (providcd by Global 
Acccss to Sccondary Storagc, GASS), 

data transfcr in and rcplication rnanagcrncnt (for instancc providcd by 
GridFTP), 

and thc rnoniioring of thc System statc (providcd by Heartbcat Monitor. 
HRM) ,  cf. [3, 9. 10).  
Each Globus scrvicc has an API (written in C). In addition Java classcs arc 
availablc for irnportarit scrviccs. Thc Globus services have bccn iiiiplcmcriiccl i r i  

a joirit cfTort by tlic particip;itirig project partncrs. Thcsc scrviccs support GKII) 
applicarions that ruri on cxisting hardwarc plritforms rind hosiing cnviroririiciits. 

- .  
Ttiiis, thc irnplciiicnt~tio[is riiakc cxtcnsivc usc of cxisiing tcchnologies, 
platforrns. I;ingu:igcs (c.g. CORDA, Java, MPI Pyttion) arid scrviccs (such as the 
LDAP, SLP, DNS. UDDI) whcncvcr dccnicd appropriaic. 

4 The Open GKID Scrviccs Architecture (OCSA) 

The Opcn GRlD Scrviccs Architccturc (OGSA) cornbines GRID technology 
and Wcb scrviccs to build an Open architecture for GRID services [ I  I]. With 
this rnovc thc GRID has startcd to adopt a strong scrvicc orientation. The goal is 
to providc a set of wcll-dcfined basic intcrfaces and an architccture that is 
cxtensiblc. vcndor nciitral arid adhcrcs and contributcs to Open standards. 
Within OGSA, evcrything is rcgardcd as a scrvicc - including applications that 
bccomc Wcb scrviccs. OGSA cnablcs thc dcveloprncnt of virtual infrastructures 
that form part of virtual organizations. Thcsc virtual organizations can be of 
different sizcs, lifctirncs, spanning multiple (physical); organizations and run on  
hetcrogcncous infrastnictures (i.e. provide a consistcnt functionality across 
various platforms and hosting environments) [ I ] .  
OGSA dcfines the rnechanisrns rcquired for sophisticated distributed Systems 
(including changc and lifctirne rnanagernent, and notification). This is done 
using thc Web Services Dcscription Language (WSDL) and associated 
convcntions. The cornbination of GRID technology and Web scrvices rnakes 
bcst use of thc advantages of both technologics. Wcb scrvices define~echniques 
for describing softwarc cornponents and acccssing thcrn. Furthcr, Web services 
discovery mcthods allow tlie identification of rclcvant scrvice providcrs within 
the systern rcgardlcss of platfonn or hosting cnvironrnent spccific features. Web 
scrvices arc opcn in that they arc prograniming language, prograrnrning rnodel, 
and systern software neutral. 
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With the emergence of OGSA a new version of the Globus Toolkit was 
developed (Globus Toolkit Version 3, GT3). Since then the Open GKlD 
Services Infrastructure and the Globus architecture arc dcfined together. Tlie 
latest version is GT4. The Open GRID Services Infrastructure is defined as a 
minimal layer that enables GRID services to invoke each other as well as 
baseline operations. This corresponds to the GT3 Core and GT3 Base Services 
Layer as shown in Figure 2. The GT3 Core will irnplement the service 
interfaces and behaviors described in the GRID Services Specification [12]. 
Existing Globus toolkit components rnight be reused within the GT3 Core and 
GT3 Base Services Layer. 
A number of (standard) high-level services that address requirements of 
eßusiness and eScience applications are being discussed within the OGSA 
initiative. Such services include: 

distributed data rnanagcment services (e.g. for database access, data 
translation, replica management and location, and transactions), 

workflow services (for coordinating different tasks on multiple Grid 
resources), 

auditing services (for recording usage data), 
instnimentation and rnonitoring services (for rneasuring and reporting system 

state information), 
and security protocol mapping services (for enabling distributed security 

protocols to be transparently rnapped onto native platforrn security services). 
These services can be implernented and composed in various different ways 
replacing sorne of the current Globus toolkit services for instance dealing with 
resource rnanagernent and data transfer [ I  11. 

4.1 GRID Services Characteristics 

OGSA defines a GRiD service as a network-enabled entity that represent 
cornputational and Storage resources, networks, programs, and databases, inter 
alia. Within the virtual organization formed by these services, clear service 
definitions and a Set of protocols are required to invoke these services. The 
protocol is independent of the actual service definition and vice versa. It 
specifies a delivery sernantic and addresses issues such as reliability and 
authentication. A protocol that guarantees that a rnessage is reliably received 
exactly once can for instance be used to achieve reliability, if required. Since for 
the service definition WDSL is used, multiple protocol bindings for a single 
interface are possible [ l  I]. However, the protocol definition itself is outside the 
scope of OGSA. 
Opemess within OGSA is ensured by virtual service definitions that are used to 
produce multiple (ideally interworking) implementations. A client invoking a 

service slioiiltl not have to considcr tlie platforrn a service instaiitiation is 
r u ~ i n g  on, or have to know anything about the implcrnentatiori deiails. The 
interaction betwcen services happens via well-defined, published service 
interfaces that are implementation independent. The intcrtaces address 
discovery, dynamic service creation, lifctirne inanagement, notification, and 
rnanageability. At the same time, they take into account upgradeability and 
naming conventions. In order to increase the generality of the service definition, 
authentication and reliable service invocation are viewcd as service protocol 
binding issues that are external to the core service definitioii but which have to 
be addressed within a complete OGSA irnplernentation. 
Since within the GRID infrastructure services are not necessarily static and 
persistent (i.e. a service can be created and destroyed dynarnically), the OGSA 
services are also concerned with transient service instances. Furthermore, 
OGSA conventions allow identifying service changes stich as service upgrades. 
The information about these changes also state whether the service is backward 
cornpatible regarding interface and semantics. 
Since GFUD services have to mn on multiple platforms in a distributed 
heterogeneous environrnent, service irnplementations should be ideally portable 
not only in' terms of their design but also as far as code and the hosting 
environrnent is concerned. 

4.2 GRID Service Specification >. , 
1 

A GRiD service interface specifies a set of operations that can be invoked by 
exchanging a defined sequence of messages. The GRiD service interfaces 
correspond to WDSL portTypes that are defined by serviceTypes. These 
serviceTypes are WDSL extensibility elements defined by OGSA that contain 
the portType definition and additional information relating to versioning. 
Hence, the portType defines the GRID service's interface and the serviceType 
the GRiD service. For its lifetime, a GRID service can rnaintain a state. This 
state distinguishes one service instance from others. In the context of GFUD 
services, a particular instantiation of a service is referred to as GRID service 
instance. 
Services are dynamic; interfaces are defined for managing their lifetime and 
state. In order to distinguish services, each service is assigned a globally unique 
narne called GRID Service Handle (GSH). This narne is unique, i.e. it is created 
to name one service instance and will never be (re-)used in connection with any 
other GRiD service. In the GSH n o  reference is made to any protocol or 
instance specific information such as network addresses and supported protocol 
bindings. For long-lived and persistent services, this information is kept with 
the GRID Service Reference (GSR) - together with all other vital instance 



spccific information. In contrast to thc GSH, the GSR rnay change ovcr a 
service's lifetirne and can bccomc invalid. 
Information about a GRID scrvice is referred to as service data. Therc are two 
types of sewice data pertaining to a service instance: 

rnetadata (i.e. inforrnation about a service instancc) and 
state data (specifying mntirnc properties of a service instance). 

So-called Service Data Elements (SDE) represcnt thc service data of a particular 
service instance. SDE correspond to containers holding XML encoded rnetadata 
and state data elernents. The SDE can appear as extensible element in the 
portType and serviceType description. The characteristics of an SDE is defined 
by the Service Data Description (SDD) that specifies properties such as the SDE 
name, the XML type of the service data value elernents, how rnany tirnes such 
elements might occur, if they change during the lifetirne of an instance, etc. The 
SDD must be unique within the SDD elements narnespace [12]. 
The rnethod Notification is used to exchange information between GRiD 
service instances. This rnethod is a one-way asynchronous delivery frorn a 
notification source to a notification sink. It corresponds to a push model for data 
delivery. The sernantics of notification are a property of the protocol binding 
used to delivei the rnessage. A service can pul1 information pul1 is possible by 
using ~ i n d ~ e r v i c e ~ a t a .  This can for instance be used for service discovery (via 
a basic GRiD service called registry) [I I]. 
A Set of basic OGSA interfaces (i.e. WSDL portTypes) for manipulating service 
model abstractions have been defined. The interfaces can be combined in 
different ways to frorn various GRiD services. Service interfaces defined so far 
are for instance [I 11: 

FindServiceData to query inforrnation about a GRiD scrvice instance such as 
basic introspection information (handle, reference, primary key, home 
handleMap, etc.) and service specific information (e.g. service instances known 
to a registry). It provides extensible support for various query languages. 
PortType: GridService 

SetTerminationTirne to set and query the tcrrnination time of a GRID service 
instance. 
PortType: GridService 

Destroy to terminate a GRiD service instance 
PortType: GndService 
SubscnbeToNotificationTopic to subscribe to notifications of service-relatcd 

events (based on rnessage types and interest Statement; allows the delivery via 
third party messaging services). 
PortType: NotificationSource 

DeliverNotification to asynchronously deliver notification rnessages. 

PortTypc: NotificationSink 
RegistcrServicc to conduct soft-statc registration of GSH. 

ProtType: Registry 
UnregisterServicc to dcregister a GSH. 

PortTypc: Registry 
CreatcScwicc to create a new GRID service instance. 

PortTypc: Factory 
FindByHandle to return the GSR currently associated with the supplied GSH. 

PortType: HandleResolver 
Different scrvice interfaces are associated with different PortTypes. ~ h e ~ a c t o r y  
PortType for instance refers to a prograrnrning rnodel related abstract concept or 
pattem. It is used by a client to create an instance of a GRID service. When a 
client invokes a CreateService on a Factory it receives as response a GSR for 
the newly created service. The HandleRelsolver PortType is a GRiD Service for 
resolving a GSH to a GSR. It has not yet been decided what the role of the 
resolver protocol and the HandleResolver in this context should be [12]. 

4.3 Hosting Environments 

OGSA defines the basic behavior of a service but does not prescribe how a 
service is executed. It does not address issues such as implernentation 
programming rnodcl, programming language, implementation ,..+als and 
debugging tools, or execution environments. This is determined by the hosting 
environment that also defines how a GRiD service irnplernentation realizes the 
GRID service sernantics [I]. The hosting environment is provided for most 
GRID applications by an operating systern. The service can be irnplemented in a 
number of programming languages on such a hosting environment (e.g. in C, 
C*, Java, Fortran, Python). The use of Standard prograrnrning libraries to 
implement services can facilitate the developrnent. However, these have to be 
regarded as specific to the hosting environment and are not a general 
representation of the respective GRID service. Although the goal is to have 
generic, platform independent GRiD services, it has to be considered that the 
hosting environment to some extend also -determines the kind service sernantics 
that can be offered. 
Apart frorn the traditional OS based irnplcrnentations, GRiD services can also 
be built on top of new hosting environrncnts such as J2EE. Web-sphere, .NET, 
JXTA, or Sun ONE. These hosting environrnents tend to offer better 
programmability and rnanageability. They are usually also rnore flexible and 
provide a dcgree of safcty. 
Despite OGSA not being concemed with irnplernentation details, the definition 
of baseline characteristics can facilitate the service irnplcrnentation. Issues that 



have to be addresscd in the contcxt of hosting environments should thc niapping 
of GRID wide names and service handles into programming language specific 
pointers or references, the dispatcli of invocations into actions such as cveiits 
and procedure calls, protocol processing and data formatting for network 
transmission, lifetime management, and inter-service authentication. 
I.losting environrnents can be constiiuted by complex structures that span ovcr a 
number of simple hosting environments creating a vinual hosting environmcnt. 
The resources accessed in such a complex hosting environment are accesscd in 
the Same way than of those GRlD services implemented on simple Iiosting 
environments. 

4.4 Protocol Bindings 

There are various protocol bindings possible for a service, Tor instance 
SOAP/HTTP with TLS (for security). Although the protocol bindings allow a 
ceriain degree of flexibility there are certain requirements protocol binding 
should meet. The following four primary requirements have been proposed in 
[ I  I]: 

Reliable transpprt; this might be required for some service invocation. 11 can 
already be supported by certain protocol bindings such as HlTP-R. 

Authentication and delegation to communicate proxy credentials to remote 
side. This can be supported within the network protocol binding (e.g. by TLS 
extended with proxy credential support). 

Ubiquity is required to enable any arbitrary pair of service instances to 
interact. 

GSR formal that considers binding specific formats, e.g. WSDL document or 
CORBA IOR. 
Although OGSA is not chiefly concerned with the specification of 
communication protocols, it might be of advantage to define a set of protocols 
that specify a small number of protocol bindings for example for service 
discovery and invocation to allow any two services to communicate. It has been 
acknowledged that this kind of InterGRiD protocol could be useful but it is an 
Open issue if such a protocol will be defined and subsequently accepted. 

5 GRD a n d  P2P Cornputing 

There is an ongoing argument about GRID and P2P computing, their merits, 
differences, and commonalities. The comparison usually concenirates on certain 
aspects in order to highlight specific issues. However, the situation is more 
complex since both terms are used in different contexts and sometimes can have 
various connotations. In the following we try to capture both as 
comprehensively as possible and strive to give an ovewiew of the related issues. 

Although P2P is mainly used in conncciion with file sharing systenis, other 
areas (such as collaboration suppori and distributcd computing) also use P2P 
inechanisms [24]. l'he term GRlD is also not solely uscd Tor (ilobus or OGSA 
rclated activiiics. More and more i t  is also becoming pari oT product 
descriptions (C.& of lBM and Oracle). 
A number of publications are combining botli concepts or are dcscribing GRID 
systems that employ P2P mechanisnis [25, 26, 271. In order to compare both 
concepts and assess how much they have in common, it is required to 
characterize P2P in this context in more detail. 
In [28] a P2P system is defined as a self-organizing system of tqual, 
autonomous entities (i.e. peers) tliat operates preferably wiihout using any 
central services based on a communication network with the pwpose of 
resource sharing. Here, the emphasis is on ttie system aspect that allows joint 
resource utilization. Another characterization [I51 Stresses that P2P is a class of 
applications that takes advantage of resources that are availablc at the edge of 
the network. This latter definition gives a much more concrete view on the 
nature o i  P2P computing in that it describes it as "class of application", not 
Systems, components or platform. Therefore, it is important to distinguish 
between the P2P paradigm that encompasscs decentralization, self- 
organization, and autonomous collaboration between independent entities in a 
system context, and P2P applicofions that are mostly vertically sntegrated 
applications used for the sharing of specific resources (e.g. file and infbrmation 
sharing [29]). Further, there are also emerging P2P platforms that provide an 
operating system independent middleware layer that allows sharing of resources 
in a peer-to-peer fashion between participating entities 1241. 

5.1 Cornpar ing  GRID a n d  P2P: Cornrnonalities a n d  Differentes 

The initial motivation behind GRID and P2P applications has been siinilar, both 
are concerned with the pooling and organization of distributed resources that are 
shared between (virtual) CO-unities connected via the Internet. The resources 
and services they provide can be located anywhere in the system and are made 
transparently available to the usen on request. Both also take a similar 
swctural approach by using overlay structures on top of the underlying 
communication (sub-)syStem. 
However, there are also substantial differences on the application, functional 
and stmctural level. The applications supported ihrough the GKID are mainly 
scientific applications that are used in, a professional context. The number of 
entities is rather moderate in size, tlie participating institutions are usually 
known. Current P2P applications, in conirast, provide opcn access for a large, 
fluctuating number of unknown participants with highly variable behavior. 



Tlicrcforc, PZf' hns to dc:il ~ i t h  sc;ilnt~ility ;inJ 1;iiliirc issiics niucli rriorc i l i ; i r i  

GKlD ;~pplicntions. 1'21' ;ipplic:itions ;Ire Irirgcly coriccnicd ~ v i t l i  rilc liiicl 

inforniation sharing. In atltlition, tlicy i~siiiilly provitlc acccss to sirnplc rcsuurcci, 
(niostly filcs, soriictirrics proccssirig powcr). wlicrcas tlic GRID iriliastriictiirc 
providcs acccss to a rcsourcc pool (c.g. coniputirig cliisiers, storagc syslciiis. 
databascs but also scicntific instrurncnts. scnsors. ctc.) [IS]. P2P applicntions 
usually are vcrtically intcgratcd iising ovcrly structurcs as pnrt o f  thc 
application. Thc GKID is csscntially a rnultipiirposc infrastructurc whcrc tlic 
core functionality is provided by a sct of tools and scrvices that arc part of thc 
architecturc, thc rcsources can bc uscd by diffcrcnt applications. 
In rccent years a nurnbcr of P2P rniddlcwarc platforrns have bccn dcvelopcd 
[hat providc gcncric P2P support: Thc functionality thcy support coriipriscs for 
instancc naming, discovery, cornrnunication, sccurity, and resourcc aggrcgation. 
Onc exarnplc is JXTA [32], an Open platforrn dcsigned for pccr-to-pccr 
cornputing. Its goal is to develop basic building blocks and scrvices to enable 
innovative applications for pcer groups. JXTA provides a cornrnon sei of Open 
protocols and an Open source rcfcrence implerncntation for dcvcloping pecr-to- 
pccr applications. The JXTA protocols are dcsigncd to be indepcndcnt of  
prograrnrning languages, and indcpcndcnt of transport protocols. Another, 
cornmercially driven P2P platforrn is MicrosoR's Windows Peer-10-Pecr 
h'ctworking (MSP2P) [33]. It provides sirnplc access to networkcd resources. 
Thcre are thrce central cornponcnts within MSP2P providing generic P2P 
cornrnunication and interaction support, i.c. the Pccr Name Rcvolvcr Protocol 
(PNRP), Graphing MI (for thc organization of pecrs in a virtual network 
vaph) ,  and Grouping API (to form closcd groups). Thc P2P functionality is 
c10scly coupled with ihe Windows Sockets 2 architcctur-C. Therc is also ongoing 
rcsearch in this area. For instancc in thc EU fundcd projcct on Market Managcd 
Peer-10-Peer Services (MMAPPS) a rniddleware platforrn has been creatcd that 
incorporates niarket rncchanisrns (in particular accounting, pricing and tnist 
rnechanisms) [34]. On top of this platforrn, a nurnbcr of applications (i.e. a filc 
sharing application, a rncdical application, and a WLAN rooming application) 
have been implcrncntcd to show how such a gcneric platforrn can be uscd. 
klowevcr, the emphasis of  these platforrns is prcdorniriantly on the rniddlcwarc 
aspcct and not (as with thc GRiD initiative) in providing acccss to a universal 
computing resource infrastructure cornparablc to tlic powcr grid. 
T ~ I C  P2P paradigm has bccornc an iinclcrlying thcmc of thc PZ1' piatforni 
<icvcloprnent as wcll as of  rnost P2P applicntions. r\lthough thcre arc a niiriibcr 
of  applications widely rcg;irdcd as P?[' (c.g. Napstcr [ 3  I], SETI@hornc [30]) 
[hat usc central entitics. 7'hc rcason wtiy iiicy ;Ire sonictirnes consitlcrcd bcing 

P2P is i l i ~ i i  tlic p;irticiplitirig pccrs ;iic siill aiitonorrious i r i  tlicrc bchrivior and 
clccisions. 
I r i  coritr:ist. ~ v i i t i i i i  thc GKlD inlrnstr-iictiirc ccntralizcd cornponcnts and 
~ I i c i i ~ ~ c r ~ ~ c r  struciurcs arc often uscd bccaiisc thcy arc considered best suitcd 
Ibr thcir spccific purposcs. Flo\c.cvcr, tliis is not inhcrcnt in thc idea or  concepts 
bchind GRID. Kather i t  can bc attribuicd to thc nature and scalc of the currcnt 
irnplcrncntation, and thc rcquircrncnts placed onto thc infrastructure by 
applicatioiis and ttic kind of intcgratcd componcnts. 

5.2 CRID a n d  P2P: C o n v c r g i n g  C o n c c p t s ?  

Thc GRlD has bccn succcssfiil i n  opcration within thc scicntific cornrnunity for 
a nurnbcr of years. Howevcr, thc potential of thc GRID gocs bcyond scientific 
applications and can bc for instance als6 applicd to thc governrnent dornain, 
hcalthcarc, industry and cCornrncrce sector [14].  an^ of the basic concepts 
and rnethods could rcrnain unchanged when applicd to these new dornains. 
Othcr issues not within thc scope of the current GRID initiative will have to bc 
addresscd in the contcxt of thesc application arcas (e.g. cornrnercial accounting 
and [PR issues). Furthcr, with a rnore widcsprcad adoption of the GRiD, there is 
a grcater nced for scalability, dependability and trust rnechanisrns, fault- 
tolcrance, self-organization, sclf-configuration, and self-healing functionality. 
This indicates that rnechanisms frorn the P2P application and platfotm dornain 
and thc P2P paradigrn in general are going to bc adopted rnore widely by the 
GRiD. This would rcsult in rnore dynarnic, scalablc, and robust infrastructures 
without changing the nature or fundamental concepts behind it. It is just a 
furthcr developrncnt of the original idea. 
P2P applications on thc other hand arc also dcvcloping into rnorc cornplex 
systcrns that providc scn,ices that are morc sophisticated. A platforrn approach 
has becn proposcd by sornc vcndors and rcsearch initiative to provide rnore 
gencric support for sophisticated P2P applications. I t  is bcing cxpected that 
devclopcrs of P2P systerns are going to bccornc increasingly intcrestcd in such 
platforms, Standard tools for Service description, discovery and access, etc. [IS]. 
Such a P2P infrastructurc would thcn have a lot in conirnon with the GRLD 
infrastructiirc. Howevcr, thc arnbition bchind the GRiD (i.c. providing access to 
cornputational rcsourccs cornparable to thc powcr grid) is not shared by thcse . , ' . Y .  . C . i . ,  . .  -,,.. I . . - .  . , niiddlcwarc platforrns. Thcy arc biiilt for bcttcr arid rnorc flexible application + -: . .  \ . .  . . ,  . !  , 

suppen. , .  , 

~~sscntililly. i t  1s a niattcr o f  substariti:iting thc clairiis rcprcscritcd by the P2P . .  . 

par;itligiii of providing niorc flcxibiliry, dynariiicity, robiisiricss, dependability 
;iiitl sciil~ibility for largc scalc distril~iitcd systcnis. I f '  this is succcssful and 
;itlclitior~;il qiiiiliry fcntiircs (siicli ns pcrforriiancc aritl cl'licicncy) can also hc 



clls~llc~l. 1'211 lllccllall15ill5 < , , l l \  l>cL.olli~: c01c 1 0  l l I C  CiltI[) 1'21) ~1~>~Il1c:11loll~, ,111 
ilic otlicr hand, will Ii;i\,e to ;iJ«pt iiiurc ~~l;itlbrin-bascd dcvcloprriciii to 
pro\ide sul'ficicnt flexibility i i i  a vcry dyiiainic ciivii-oriiriciii. 11 rcrriairis to 11c 
sccri i f  tliis mcans a corivcrgcricc of  tlic two ai-cas or if tlicy will co-cxisi 
iiii11~1aIly influencing cacli othcr. 

6 Summary 

Tlie idea for the GRII) was conceivcd within the sciciicc conimunity inspircd hy 
thc success of the Intcnict and rcsults produced by disii-ibuted sysieiiis I-csc;ii-cli. 
Tlie rnain target application arcas are rcsource sliaring, distribiitcd 
supercomputing, data intensive computing, and data sharirig and collaborativc 
cornputing. The idea of  thc GRID is now bcing extended into otticr areas such 
as eLearnirig and cBusiness. 
The relationship between peer-to-peer and GRID is a topic still argued about. 
Siiice GRiD is dcfined as infrastniciurc, its scope and extent is better ciefiiied 
than that of  P2P. The term P2P is on the one hand being uscd for a group of 
distributed applications such a s  the well known file sharing applicatioris. 011 the 
other hand it also refers to a paradigm cncompassing tlie concepts of 
Jccentralization, self-organization and rcsource sharing within a systern contcxt 
[28]. Recently, middleware platforms havc been developed that provide generic 
support for P2P applications, implementing the P2P paradigni in an operating 
System independent fashion. The objcctive of  the GRID is to providc an 
infrastructure that pools and coordinates the use of large Sets of distributed 
resources (i.e. to provide access to cornputational resousce sirnilar to the access 
to electricity provided by the power grid). So far, GRID tools and serviccs are 
mainly developed using "traditional" distributed Systems concepts (such as 
clienti server). However, it has bcen recognized that an adoption of P2P 
principles could be beneficial in terms of scalability, depcndability, and 
robustness. The pooling and sharing of  resources is also a cornrnon theme in 
P2P applications. This could be supported by P2P middleware platforms in thc 
futiire. Though, this does not mcan global access to computational resources 
anywhere, anytime. The question if and how both concepts converge is still 
open. 
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