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1. lntroduction 
- -  

This report presents a research agenda to address challenges of enterprise information technology, i. e. service- 
oriented architectures, by concepts of self-organization. 

First, an overview of the challenges modern enterprise information technology faces is given. It shows how these 
Problems can be addressed using the service-oriented architecture paradigm and one of its possible implementations, 

web Services. After that, the concept of self-organization, which has been studied extensively in a variety of fields 
and Covers many interesting and successful techniques, is introduced. The two preceding ideas are then combined. 

Self-organization is proposed as a way to address Open research challenges in the field of enterprise service-oriented 
architectures, mainly to manage their complexity. These chalienges are placed within current research activities in the 
field of service-oriented architectures and an overview of the state of the art both in industry and research is given. 
The report concludes with outlining milestones for achieving self-organization in service-oriented architectures. 

2. Enterprise lnformation Technology and Service-Oriented Architectures 

Enterprise information technology is subjected to the Same demands for high flexibility and adaptability as the 

business it Supports. This reflects the increasing interdependence of business and information technology, whereby 
one cannot be decoupled from the other but both areas have to be viewed and designed as a seamless and aligned 

unit. 
This section introduces the challenges of enterprise information technology and gives an overview of a powerful 

paradigm to address these challenges, namely, service-oriented architectures. 

2.1 Enterprise Information Technology 

The evolution of computing paradigms and technologies is closely related to business requirements and their solu- 
tions. One reason for this is the tight coupling between enterprise information technology (iT) and both the internal 
organization and processes of an enterprise. [31, pages 3,231 

The underlying iT architecture and infrastructure have to support the business' needs for constant changes and 
quick adaptations. This makes it necessary for an enterprise in a highly competitive economy such as ours to have a 

Software architecture that fulfills the following requirements [31, Page 671: 

.:. Simplicity: the architecture has to be understood and managed by the people working in and with it. 

::, Flexibility: changes to local details must not affect the overall System, i. e. break it. 
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Figure 1: Ability-of-adaptation curve (after [31, Page 21). 



.:.- Reusability: despite high initial costs, a repository of reusable software components should be built and main- 

tained. 

::- Decoupling: functional and technical logic should be strictly separated. 

However, many enterprise software solutions in use do not address these requirements as over time continuous 

changes seriously affect a System's ability to adapt [31, Page 21. Figure 1 shows an example for this scenario. 
In addition, enterprise IT has to be Seen as a very special field. Unlike many other domains of IT, enterprise 

software is developed and maintained in very close collaboration with the end customer, where usually multiple, 

very different departments are involved. Here, highly political scenarios and very diverse teams face a multitude of 
requirements, many of which are either conflicting, unclear, or both. Thus, as business software usually does not 
contain too many complicated algorithms, the challenge is less of a technical nature than an organizational one. 
[31, pages 2-81 

Many enterprise IT architectures were not planned or designed in advance, but grew into their current state over 

time. This usually results in a vertically organized architecture with a so-called pillar or silo structure, as shown in 
Figure 2. These are quite sophisticated and particularly suit the Support of operational sequences in their domain [34, 

pages 28-30]. Difficulties and even senous problems arise if this process has to be modified significantly. Common 
side effects include data redundancy and multiple implementations of the Same functionality in different places. 
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Figure 2: Vertically-organized enterprise architecture (after [34, Page 291). 

A reason for these silos is the fact that many IT Systems used to serve only a single department or business 

unit-something true even until 1990. This raised the well-known issue of integration, which has challenged IT 
departments for decades [41, Page 1971. It is another good example of the need for tight coupling of an enterprise's 
business and it's underlying IT. Although it is more of a technical problem in the end, the main reasons behind 

integration can be found on the business side. Key business drivers include the following: 

::T mergers and acquisitions, 

:, internal reorganization, 

:::. System consolidation, 



i new business regulations, 

:. compliance with new govemment regulations, and 

::- streamling business processes. 

Within this context, the introduction of new software-maybe even across department borders-usually causes huge 

problems which can outweigh the actual advantages of integrated systems. [31, Page 241 

In the following, three major challenges for enterprise IT are discussed: heterogeneis: business processes, and 

complexity. 

Heterogeneity One of integration's biggest challenges is heterogeneity. It started out as application heterogeneity 
and was addressed by enterprise application integration (EAI) using technologies such as the enterprise service 
bus (ESB) [34, Page 191. 'ZLpical functionality provided by the ESB is message transformation, message routing, 

and application adapters using highly customized middleware. This resulted in yet another problem: middleware 

heterogeneity. [31, Page 211 
However, heterogeneity of these kinds must be considered as "a fundamental fact that cannot be fought but must 

be managed" instead. An approach for modern and successful IT architectures should therefore embrace heterogene- 
ity and be able to cope with it. [31, Page SO] 

Business Processes Due to the concept of business processes in the 1990s [21], businesses and thus their under- 
lying IT architectures have had to adapt to this powerful concept in order to stay competitive. A business process 
creates additional value for an enterprise by integrating already existing services [34, Page 2221 [44]. If a business 
process is automated and, therefore, viewed from a technical point of view, it is caiied a workflow [34, Page 2531 

[441. 
Designing a business on the process level can be Seen as a further development of the programming-in-the-large 

idea [34, Page 181 [12]. It considers how smail, individual components are combined and interact on a higher level. 
(As opposed to programming-in-the-small which is more on a lower, technical component level.) 

in contrast to the vertical approach described above, a focus on business processes also requires looking at IT 

systems horizontally-as a combination of the existing silos [34, pages 30, 311, as shown in Figure 3. It becarne 
clear that the sum of the locally very good and highly adapted systems was not sufficient for a globally optimum 
solution. Thus, a vertical architecture should evolve into a horizontal one in order to gain advantages such as 

increased flexibility and a more process-oriented enterprise IT. 

Complexity The flexibility required by an enterprise IT architecture Comes with the price of side-effects. In Par- 
ticular, the complexity of a system increases due to loose coupling, one of the key dnvers for flexible IT systems 
[31, Page 491. Complexity is not just a problem of huge systems with a multitude of components. As shown by 
extensive research, e. g. on Conway's "Game of Life", even very simple systems that are well-understood can still be 

both irreducible and unpredictable [3, 181. 
However, complexity needs to be considered as both a fundamental Part and a major problem of IT [41, Page 11 

[17]. As Brooks puts it: "complexity is the business we are in, complexity is what limits us" [6, 171. 
Thus, as with heterogeneity, complexity cannot be resolved completely, but must be managed in order to be 

reduced. From a business point of view, this helps to reduce labor costs, which is one of the largest costs associated 
with IT. [41, Page xxvii] [48] 

From the second law of thermodynamics, we learn that "any closed system cannot increase its internal order 

by itself". Therefore, outside information and actions are required to restore and maintain order, i. e. to reduce 

complexity. One way to achieve this is through critical review and refactoring of the existing system. [31, pages 4,5] 
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Figure 3: Horizontally-organized enterprise architecture (after [34, Page 311). 

2.2 Service-Oriented Architedures and Web Services 

To resolve the challenges discussed above, a paradigm called "service-oriented architectures" (SOA) aiiows enterprise 

IT to be aligned with business processes and to make the technical infrastructure flexible enough for quick and 

continuous changes [31, Page 241 [41, Page 511. This is achieved by SOA's focus on describing business problems 

and decoupling these descriptions from specific implementation technologies [41, pages 14-17]. As it is independent 

of any specific technology, it provides a high-level concept for designing iT architectures [31, Page 81. The main 
attributes of an SOA include the foiiowing [34, Page 91: 

> loose coupling, 

.> dynarnic binding, 

::. a service repository, and 

> using Open standards. 

These are necessary to achieve the ambitious goal of separating interfaces from their implementations [41, Page 61. 
Within standard literature, several different definitions for an SOA exist. Krafzig et al. define an SOA as foilows 

[31, Page 571: 

"An SOA is a software architecture which focuses on the key concepts of an application frontend, 
s e ~ c e s ,  seMce repository, and service bus. A service consists of a contract, one or more interfaces, and 
an implementation." 

Although it lists all relevant elements of an SOA, the definition by Melzer et al. is preferred in this report due to its 
completeness and conciseness [34, Page 111 (own translation from German): 

'An SOA is a System architecture that presents manifold, different, and possibly incompatible methods 
or applications as reusable and openly accessible services to enable a platform and language independent 
use and reuse." 

Although an SOA is rather business-driven, benefits of its application can be found both on the business and the 

technical side, as shown in Table 1 [41, pages 86,931. 



Business Benefits Technical Benefits 

increase of business agility 

reduced integration costs 

better business alignment 

efficient development 

simplified maintenance 

easier reuse 

graceful evolution 

incremental adaptation 

Table 1: SOA Benefits [41, pages 86, 931. 

Services Central to an SOA is the concept of a "service". In general, a service can be understood as "useful labor 

that does not produce a tangible cornmodity" [31, Page 131, whereby this labor provides advantages to the service 
User or consumer [31, Page 151. Nearly every business delivers some kind of service to its customers. These can be 
categorized according to the usual delivery methods [41, pages 51-54]: 

>- human-mediated, 

::. self-service, and 

3a system-to-system. 

An important goal for any business is to have proper alignment between these methods and the underlying IT 
infrastructure as depicted in Figure 4. 
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Figure 4: Business- and IT-services (after [41, Page 551. 

In the case of an SOA, a service offers concrete benefits to the business itself by providing access to a high-level 
business concept in the form of business processes [31, pages 10, 591. The layer model shown in Figure 5 gives a 

good overview of how this can be achieved. 
For the service consumer it is not necessary to know how his requests are fulfilled and the service can be viewed as 

a black box. This aims at making it easy to modify or exchange a service while maintaining its expected or required 
output. [31, Page 601 

The problem with object-oriented technology is its fine granularity which only gives clients access to a limited 
abstraction level which can make reuse inefficient [31, page 181. Services instead usually offer a coarse-grained 
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Figure 5: Enterprise IT architecture layer model (after [41, Page 2341. 

interface, are self-contained, and thus can be applied to different Scenarios. In addition, a Service can accept more 

data upon invocation and accesses more computing resources than an object. [31, Page 611 [41, Page 61 
The following classification is applied to make the possible usages of services within IT architecture clearer [31, 

Page 691 : 

:;:, Basic services: data- and logic centered. 

. lntermediary services: access to technology gateways through adapters, faqades etc. 

::, hocess-cenmc services: representation of the enterprise's business processes. 

=. Public enterprise services: integration interface between enterprises. 

It is important to note that these classes do not map exactly 1 : l  to the layers of a classic tier architecture (cf. Figure 6 )  
and that deployrnent does not depend on the order of the SOA layers [31, Page 831. To embed these SOA layers into 
the global layer model of an enterprise IT architecture, they can be Seen as sub-layers of the seMces layer shown in 
Figure 5. 
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Figure 6 :  Tier architecture vs. SOA (after [31, Page 831). 

Despite the amount of attention given to SOA in recent years, the underlying concepts are not new. SO& were 
designed over 20 years ago and have been used ever since. For example, a big SOA-project at AXA dates back to 
1989 [41, Page 1491. Several technologies have been used in the past to implement SOAs. Among these are CORBA, 



IBM Websphere MQ, RMI, and COM/DCOM. The rise of )(ML as a general, middleware-independent data format 
along with other Open standards, have evolved XML-based web services into a good platform for service-oriented 
architectures. [31, pages 21, 221 

Web Services XML-based web services are a powerful tool to handle enterprise application integration [41, 

page 1971. Furthermore, web services are well suited for the implemention of the SOA concept, and offer the 

following advantages [34, Page 491 [41, Page 1031: 

: based on standards, 

:,- interoperability, and 

:::, intra-organizational integration. 

The W3C provides the following definition for the term 'web services", which we have adopted for this report [34, 

Page SO]': 

"A Web service is a software System designed to support interoperable machine-to-machine interaction 

over a network. It has an interface descnbed by a machine-processable format (specifically WSDL). 

Other Systems interact with the Web service in a manner prescribed by its description using SOAP- 

messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web- 

related standards." 

To differentiate web services from the general service concept as discussed above, it is important to note that web 

services are a technology for system-to-system or machine-to-machine communication. While an individual may 

invoke a service, he or she uses a web service only indirectly [34, Page 511 

As mentioned in the definition, the elementary components for web services include (Figure 7 shows how those 

components interact with each other): 

:::. cornmunication protocol (e. g., SOAP~) 

i. standardized service descriptions (e. g., Web Services Descnption ~anguage-WSDL~) 

::, repository service (e. g., Universal Description, Discovery and ~ntegration-UDDI~) 
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Figure 7: Relationship between web services' components (after [34, Page 521). 



Another important capability of web services is the support for modeling business processes, e. g., with BPEMWS 

(Business Process Execution Language for Web services5). Standard literature offers two levels of absuaction for this 
modeling [34, Page 2261 : 

'-. Orchestration considers the view of the business process and considers the single, executable aspects of it. 

Choreography focuses on the interaction of multiple business processes, mainly their tasks and how they col- 
laborate. 

Regarding web service management, it is very important to know whether this refers to management through or 
management of web s e ~ c e s .  The management of web semices is possible on different levels (Casati2003): 

:r- Infiastructure (the different components of the web services platform) 

.> Application (the web services themselves) 

.;- Business-oriented (using and adapting to business metrics) 

As the complexity of an enterprise IT architecture has been identified as a challenge which is not necessanly 

reduced by the introduction of a web se~ces-based SOA, the management of web services-especially on the 
choreography level-is the focus of this report. 

2.3 Summary 

In this section, we have Seen that enterprise information technology is a complicated but irnportant topic due to its 

tight coupling with the actual business of an enterprise. 

Arnong the many challenges for enterprise IT, three special types were highlighted and discussed: 

.> heterogenei~ 

:+ business processes-orientation, and 

> complexity. 

Service-oriented architectures implemented through web services were presented and shown to address these chal- 

lenges, in particular the first two mentioned above. 
The remainder of this report introduces the concept of self-organization, which is a promising approach for man- 

aging complexity in the context of service-oriented architectures. 

As complexity increases, the formal descnption and modeling of systems becomes more difficult and time-consuming 
[43]. A living organism provides a good illustration of this, the sum of the organisms Organs is not alive, but they 
have to organize themselves in different ways in order to live [38]. Similarly, iT system design must take into account 
important requirements such as robustness and manageability, in addition to the well-known price and performance 
cnteria [17]. The key element for management in this case is to free system administrators from operation and 

maintenance details. One method is to introduce self-organizing capabilities into a system. 

This section defines the terrn "self-organization" for use in this report and service-oriented architectures in gen- 
eral. Furthermore, research in related fields on self-organization is discussed. Consequently, a selection of special 
techniques for achieving self-organization in different types of systems is presented. 



3.1 General ldea 

The term "self-organization" was coined by scientists Heinz von Foerster, George W. Zopf, and Gordon Pask in the 
biological sciences in the 1950s [20, 151. 

Self-organization is a concept that is known in a variety of fields. For example, Di Marzo et al. [13] named three 
types of systems featuring self-organization: 

::. Physical systems, where a system changes into another state due to certain conditions or upon reaching some 

critical value. 

1:. LiWig systems, whereby, e. g. an Organ features special functionality that is way beyond the functionality 

provided by each cell it is made of. 

:. Social systems, whereby insects, cornrnunicate for example indirectly via their environment (cf. Section 3.2) 
and are therefore capable of more sophisticated actions than any single insect. 

Due to its variea many definitions for the term "self-organization" exist. The most simple and straight-forward one 
is inspired by Bremermann [5]: "Self-organization is <*B without any system's administrator attending to details." 
Here, for "<*>" different attributes can be inserted to describe self-organization in more details. Exarnples are the 
classic four by IBM [27], which are known as CHOP: 

> self-configuring (adapt to changes in the system), 

:i:, self-healing (recover from detected errors), 

::. self-optimizing (improve the use of resources), and 

:;, self-protecting (anticipate and cure intrusions). 

Other attributes could be self-adapting, self-directing, self-goveming, self-destructing etc. Attributes always Start 
with "self-", when used separately, the Set of all attributes is denoted as ?elf-*" or "self-X", if no specific attribute 
is meant. However, "self-organization" is not an attribute but a unifying term and concept. In general, the terms 
"self-organization" and "self-management" can be used interchangeably. 

In order to consolidate the different definitions and to achieve a common understanding of the concept, the 
following list assembles key features and characteristics of self-organization: 

:. There are distributed, autonomous elements in the system which have localized decision-making capabili- 
ties. These elements establish and maintain relationships with other elements and are capable of managing 
their behaviour to meet obligations. Through these elements, the system gains knowledge about itself and its 
environment. [47, 32, 501 

> The actions of these elements lead to emergence, as they generate a structure of purposeful behaviour and 
higher order than the one pre-defined in the existing elements or the system. Thus, random noise is trans- 
formed into order despite the lack of an acting subject or an explicit plan being carried out. This organization 
cannot happen by itself, but needs implicit help from outside of the system, its environment6. [32,20, 52, 16, 

151 

The form and result of emergent behaviour can be Seen as the main goal of self-organization. This has to be 

achieved without having to bother about details, defining or executing every step explicitly. 

From this we can conclude that self-organization has two different scopes which are highly interwoven [8, 501: 

1. The large-scale, emergent global organization of a system. 

This is in accordance with the second law of thermodynamics but contrary to Di Marzo et al.'s [13] definition, which excludes outside control 
and constraints. 



2. The incremental, intemal local organization of the system's elements. 

In the field of information technology, the concept of self-organization can be identified under several different 

names. These do not describe exactly identical fields but they share similar roots. Examples include the following 

[32,26,23]: 

:::. self-managing Software 

::-. nature-inspired computing (NIC) 

; autonomy-oriented computing 

::. organic computing 

:.% adaptive computing 

::, autonomic computing 

Especially noteworthy is IBM's "Autonomic Computing" initiative which was introduced in 2001 [27, 26, 281. 
'Autonomic" here is inspired by human biology, namely the autonomous nervous system. 

Manager 

Figure 8: IBM's Autonomic Computing reference architecture 1261. 

Autonomic Computing can be Seen as a technological form of self-organization, as its goal is to enable a computing 
environment to manage itself, e. g., based on business objectives. Thus, complexity is reduced by using technology 
to manage technology. The key elements are: 

.::. adaptable policies (as opposed to hard-coded reactions) and 

. . .  control loops to coiiect information and act upon them. 

To describe this more in detail, Figure 8 shows the Autonomic Computing reference architecture. Its layers include 
the following (from bottom to top): 



1. managed resources (both hardware and software), 

2. interfaces to access resources, 

3. dedicated components called "autonomous managers" with control loops to monitor, analyze, plan, and exe- 

cute (MAPE), 

4. another layer of autonomous managers, because multiple specialized autonomous managers can be subject to 

management by superior ones, and 

5. a system management interface for human IT professionals. 

As an existing system cannot usually be changed successfully to a self-organizing one in big bang-style, IBM has 
proposed an evolutionary agenda. This makes it possible for a basic, manually administered system to evolve into 
an autonomic one in five steps, as shown in Figure 9.  
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Figure 9: IBM's Autonornic Computing evolution [28] .  

3.2 Related Fields and Selected Techniques 

There are some examples of real-life Systems, in which self-organization plays an important role and has shown 

some important aspects. [5] 

Immune Systems The immune system of a living organism is not pre-programmed in a fixed way. The genome 
cannot contain ail the information required for every immune response, as the number of possible antigenes 
is too large. 

Self-organization offers a way to resolve this problem by using dynamic defense techniques. However, danger 
arises: auto-immune diseases, whereby the immune system is no longer able to distinguish alien cells from the 
organism's own celis and attacks both of them. 

Modern Economics Modern markets are self-organized to a very high degree, relying on regulations and their 
agents' abilities. They present a very good example for the impact of extemal rules and policies on a complex 
system. However, for example as more tax laws and other regulations are put into place or adjusted; both the 



rules and the system become increasingly complex and consequently require more bureaucrats for administra- 

tion. This is called "autocatalytic" behaviour, as the more bureaucrats there are, the more new ones have to be 

introduced into the system. 

There are other fields which offer good examples for self-organizing Systems and their special aspects. In addition, 

the techniques and mechanisms which make self-organization work can be found everywhere, but mainly in the 

biological and medical fields. In the following, different techniques are presented: 

Local Monitoring "Heart-beat monitors" are used in living organisms to detect the regional death of cells and to 
trigger appropriate responses. To achieve this, cells send signals to show they are still alive in regular intervals. 

[48,401 

A variation of this is "pulse monitoring", whereby a signal is sent as a reflex to give urgent notice of an 

unwanted condition or event. 

Another similar, yet reversed technique is called "biological apoptosis", which means about "death-by-default". 
This is a security mechanism of cells, e. g. to avoid tumors: a single cell self-destructs unless it receives a special 

"stay-alive" signal on a regular basis. [48] 

Stigmergy Stigmergy is a foraging technique used by insects. For example, in ant food foraging, ants swarm out 

to search for sources of food. When an ant finds food, it transports some of it back to the nest. On its way 
back from the source it leaves a pheromone trail to mark the way. Other ants notice the pheromones; follow 

this trail back to the food source and repeat the process, thereby making the trail stronger, attracting more 
ants. This is "self-catalytic", meaning the more often it occurs, the more probable it is to occur again. The 

pheromone vanishes over time, so that a depleted source of food is no longer be marked. [13] 

Checkpoints and Consensus In cell division, it is important that division does not occur before all the chromosomes 

have been separated. To coordinate these parallel actions, all chromosomes that have not been separated send 
out a halting signal. As long as the halting signal is present, the next phase of the cell cycle cannot be initiated. 

C401 

Cell Differentiation and Context-Based Roles Embryo cells are a good example for demonstrating how the role 
of each cell is not pre-defined. These cells are sort of "general-purpose" cells, initially coarse structures of 

the organism are laid out and single cells then differentiate themselves into different parts of this structure, 
as determined by time and their location. This provides the organism with a certain degree of robustness, 

as detailed pre-planning on the cell-level is quite complicated and therefore can be highly faulty. Thus, pre- 
planning is replaced by the allocation of cells and organization of information when needed. [40] 

As stated by Hinchey and Sterritt [24], such techniques must not be copied precisely, as most organisms are highly 
adapted to their purposes and environments. Therefore, the techniques used by nature should serve as an inspiration 
for new techniques applicable in information technology and be must adapted to the specific needs there. 

4. Research Challenges 

Self-organization is a current research topic in information technology, which also concerns service-oriented archi- 
tectures. This section outlines the different research categories of self-organization in the SOA field and provides a 
Summary of several major projects. 



Modelling, . . 
Service Oriented Engineering 

Figure 10: SOA pyramid [42]. 

4.1 Overview 

In their 2006 SOA research roadrnap, Papazoglou et al. [42] identified three planes in which to structure further 
research activities, as Seen in Figure 10. Self-organization is a topic that can be addressed on each of these levels. 
Relevant challenges include the following: 

1. Foundation (basic services) : 

:> A dynarnically (re-)configurable architecture at run-time: this could be achieved by high-level policies 
that represent business objectives. 

::. Dynarnic connectivity capabilities. Web services should be able to connect dynamically without using, 
e. g. a static and separate application programrning interface (API). 

2. Cornposition (cornposed services): 

.;. There is a lack of tools to Support the adaptation and evolution of business processes. 

::* There is also a lack of opportunities to integrate business requirernents into the business process life cycle. 

For exarnple, languages are needed to rnodel the business requirernents of an enterprise and to link this 
inforrnation to business processes. 

:::. Services should be composed autonornously, e. g., based on quality-of-service-characteristics [4]. 

:.. Automated service cornposition should also be business-driven, for example, service compositions at the 
business level should be taken as leading guidelines for autonornic service cornposition at the System 

level. 



3. Management and monitoring (managed services) : 

::> The major challenges faced within this layer are based on the introduction of self-X capabilities into a 

system, thereby making it less complex and easier to manage. Important aspects include defining tasks 

to fit the different self-X categories something done manually before and to define business metrics used 

to evaluate workflows. Furthermore, it would be beneficial to evaluate the management applications 

concerning availability and performance management, capacity planning, asset protection, job control, 

and problem determination. 

The foiiowing section gives an overview of commercial and research projects that have been conducted to address 
the above mentioned issues. 

4.2 State of the Art 

The importance of self-organization is demonstrated by the involvement of many major IT companies in this field. Be- 

sides from the ground-breaking work by IBM described in Section 3.1, several commercial self-organization projects 
are outlined here briefly: 

:. Melcher and Mitchell [33] of Intel Corp. describe the requirements and an initial implementation of dynami- 

cally self-configuring network services for different networked environments. 

.:. Jann et al. [29] demonstrate self-organization capabilities in IBM hardware, namely the pSeries Servers. Logi- 
cal partitions are dynamically reconfigured to achieve self-adaptation and self-configuration features. 

::-. Furthermore, Hewlett Packard has an 'Adaptive Infrastructure" [25] in its portfolio, and since 2003, Microsoft 

Corp. is working on its "Dynamic Systems Initiative" [36,37], where existing standard software such as Win- 
dows Vista, Visual Studio, and Windows Server will be enhanced to Support a dynamic iT infrastnicture. 

Although these commercial activities make use of self-organization techniques, there are few or no examples for its 

use in service-oriented architectures or workflows. Such areas are still subject to intensive research and the following 
gives an overview of important achievements: 

In their 2005 vision Paper, Verma and Sheth [49] proposed elevating Autonomic Computing from the infras- 

tructure level (databases, nenvork, services) to the process level so as to have autonomic web processes with 
CHOP-characteristics as introduced by IBM (Section 3.1). 

::, Denaro et al. [ l l ,  91 addressed issues that arise with integrating third-party web services. They offered a 
self-adaptive solution that is able to detect differences between requested and provided services based on 
classic MAPE (see Section 3.1) control loops. To achieve this, test cases have to be designed for different 
fault categones and corresponding adaptation strategies need to be defined. Both tests and adaptations are 
hard-coded into software modules. 

-i. Furthermore, Denaro et al. [10] introduced the concept of an enhanced SOA (SOA+). It adds an "Interaction 
Protocol Service Extension" (IPSE) to web services which acts as a proxy for them. This approach allows service 

clients to use different, previously unknown web services. This is possible by providing a model of the protocol 
used by the web service which can be used for adaptation actions. 

i:. Diao et al. [14] have built on IBM's Autonomic Computing Architecture and apply control theory mechanisms 
to it, i. e., a feedback control system to achieve certain goals. Their work is directed at creating a deployable 
testbed for Autonomic Computing. 

;- Zeid and Gurguis [SI] have combined ~utonomic Computing with web services explicitly, introducing au- 
tonomic web services. They offered a first architectural approach which is, however, very similar to the one 
originally introduced by IBM. 



.:. Buhler et al.'s [7] vision paper covered workflow description languages which are used to specify a multi-agent- 
system. They See multi-agent-systems as a requirement for the flexible operation of enterprise workflows. 

i:, Heinis et al. [22] have enhanced the existing distributed workflow engine ~ 0 ~ e r a ~  to make it self-tuning 
and self-configuring. The tuning-part devises plans which the configuring-part executes. An important aspect 
considered is to minimize the impact of reconfiguring a running system. 

::.. Cheng et al. [8] discussed the problems that arise when more than one self-management module is used within 
an architecture. They identified two technical chailenges: 

::.. consistent system access and synchronisation and 

::, non-conflicting decisions and goal alignment. 

To resolve the latter, they proposed decision coordination via Special control Patterns such as "Single active" 

(only one module acts at a time), "balance of power" (any module may Veto an other's decision), "master-slave" 
(one module overrules the others), among others. 

> Kephart and Walsh [30] adapted Russe11 and Norvig's [45] classification of agents (reflex, model-based, goal- 
based, utility-based) to Autonomic Computing, thereby requiring many different kinds of policies and complex 

system models. 

.;. Georgiadis et al. [19] have an architectural approach for self-organizing systems. By giving a formal specifi- 
cation of the architecture as a boundary, systems adjust themselves within these boundary while remaining 

"well-formed" according to its specifications. 

i... Meyer et al. [35] have created the Adaptive Services Grid (ASG) platform [I] which provides automated 

adaptation mechanisms to select, compose, and bind services at run-time. These could be triggered by quality- 

of-service-requirements or service level agreement violations. 

::. Schuschel and Weske [46] used artificial planning techniques to compose services in an SOA. For a selection 
of components, manual planning which is usually done by human experts is replaced by automatization. 
Furthermore, they use different abstraction levels for descriptions: 

::. CompleteZy, describing functional and non-functional properties of Services. 

>. Functionally, describing only functional properties of services. 

:::T Categories, giving no concrete service desciptions but categorized sets. 

::- Baresi et al. [2] have described dynamic service-bindings and compositions at run-time. Different recovery 

strategies are introduced to achieve self-healing, they are based on formal characterizations of faulty behaviour 

in SOAs. 

::, Naccache and Gannod [39] have presented a self-healing framework for Ajax-based web applications, i. e., for 
underlying web services with common behaviour but variable quality-of-service characteristics. 

While this research addresses several important issues and Spans a breadth of the research roadmap presented 

above, many Open research questions remain. These will be outlined in the next section. 

5. Conclusions and Outlook 

As shown above, enterprise IT faces a variety of challenges. While the paradigm of service-oriented architectures 
helps to address major challenges, e. g. implemented by web services, managing the complexity of an architecture 
remains an expensive issue. 

The concept of self-organization was introduced as an important and promising approach to manage complexity in 
systems. Examples of systems in other fields besides IT and successful self-organization techniques were presented. 

' https://www.jopera.ethz.ch 



Self-organization can be used for SOA at all three levels of abstraction (basic, composition, and managementl 
monitoring) and both visions and first research results exist for each of them. Due to the close coupling of SOA and 

business workflows, the creation of self-organization concepts and implementations at the managementl monitoring 

layer (cf. Figure 10) will be an important step in order for SOAs to fulfill their potential of aligning businesses with 

their underlying IT architecture. 

This paper concludes by outlining several milestones for further research in this area:: 

1. Create a list of potential se'f-X tasks on the management level. Starting points for this would be laborious but 
simple tasks that are executed manually now. If possible, tasks should be grouped or categorized. 

2. Identih challenges for each self-X task, e. g., by investigating current management applications for these tasks. 

With the information above, overlap in challenges should be identified to distinguish between general and 
task-specific challenges. 

3. To address these chailenges, techniques have to be devised. Sources for successful techniques could be found 
in nature (see Section 3.2) or the field of artificial intelligence. As stated above, it is important to note that the 

sources should only be used as a source of inspiration, and not for direct copying. Furthermore, it is necessary 
that they guarantee predictable emergent behaviour [7]. 

4. With theoretical foundations in place, integration issues have to be considered. For example, SOAs imple- 

mented by web services are already in place, therefore, self-organization has to be integrated seamlessly, ideally 
as services. This means that self-organization must not disturb the original functionaiity of an architecture-as 

long as the original system is working fine, self-organization should not interfere. However, if the system can 
be optimized or as soon as things change, break, or fulfill other fault conditions, self-organization takes over 

and acts. Buhler et al. [7] suggest to put such information into the workflow descnption, e. g., extending a 
language such as BPELAWS (see Section 2.2). 

An important aspect of integration is the use of interfaces. Self-organization modules or agents must be able 
to gather information from services and also require some sort of command over services in order to adapt or 
configure etc. them. It is very likely that such an interface is not available for all services, especially not for 

legacy ones. 

5. An implementation of self-organization mechanisms for web service-based SOAs would incorporate the pre- 

ceeding ideas to seamlessly integrate with an existing architecure and to provide both general and specific 
solutions for management problems. 

In addition, extensibility would be another important characteristic of such an implementation. This would 
ensure that changing either the architecture and the seif-organization irnplementation would not compromise 
the other's functionality. However, the issue of emergence is rather difficult to control and maintain in such an 
arbitrarily changing environment. 

It is important to understand that the execution of these five points cannot be clearly separated from each other 

and therefore cannot be solved one after another. An iterative approach is much more likely to succeed for such a 
complex and challenging task. 
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