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1 Introduction 

E-learning - enhancing leaming by usage of Computers - has become more and more 
successful over the last years. However, the production of high-quality digital materials, 
which are called Leaming Resources throughout this paper, is still very expensive. 
Therefore, one of the key factors to the success of e-leaming is re-use of Leaming 
Resources, as multiple usage leads to more efficiency. If a teacher wants to re-use a 
Learning Resource, which has been produced by another Person, he has to find and 
obtain it first. For this purpose, Leaming Object Repositories (LORs) have been built. 
These LORs contain several Leaming Resources of different authors. Each Learning 
Resource is described by a metadata record that contains the most relevant information 
about the Learning Resource. The better the metadata describes the Leaming Resource, 
the better it can be found. Thus, metadata quality has a high impact on findability. 

Unfortunately, creation of good metadata is ofien neglected by authors of Leaming 
Resources. A manual creation and maintenance of a catalogue by librarians is not feasible 
because of the large number of Leaming Resources in today's LORs. This is where 
metadata generation and metadata extraction enter the Stage (Bergstraesser, 2005). 
Metadata can be created by several analysis methods that consider the contents of a 
Leaming Resource. Especially the generation of topic-related metadata, such as keywords 
and categories, is important, because most Users search for Leaming Resources by topic. 

Ideally, keywords are not only some words that are somehow related to the contents, 
but represent concepts, which are covered by a Learning Resource. This requires an 
ontology that contains all possible concepts. As Leaming Resources in a repository are 
typically located in very different knowledge domains, a really comprehensive world 
ontology is needed. An ontology or taxonomy is also used for classification. In some 
repositories, classification is restricted to exactly one class per Leaming Resource; other 
repositories allow multiple classifications. 

This paper analyses existing approaches for domain-independent keyword extraction 
and classification in e-learning and proposes the use of community-generated substitute 
Corpora as a new approach. The method described in this paper is based on the free 
encyclopaedia Wikipedia, which meanwhile contains more than 1 million articles on a 
multitude of topics. Wikipedia is probably the most complete, freely accessible and 
structured collection of world knowledge in the intemet. 

Three hypotheses are formulated in this paper as a foundation for the approach. 
Starting fiom the assumption that a Wikipedia article on a particular topic has a 
certain similarity to Leaming Resources on the Same topic, we introduce a practical 
implementation approach and present first results. The approach is based on standard 
machine-learning methods, but with a novel data source. 



Using cornrnuni&-generated contents as a substitute Corpus 6 1 

This paper is structured as follows: First some related work regarding metadata 
extraction is discussed in Section 2. Community-generated contents are addressed in 
Section 3.  In Section 4, a new approach for topic detection based on Wikipedia is 
introduced. Section 5 gives an overview on the characteristics of the Wikipedia 
collection, discusses performance issues and presents a practical approach for a f r s t  
implementation. Classification results of that implementation are presented and discussed 
in Section 6 .  

2 Metadata generation 

Metadata generation is a field of research that has been heavily worked on in the recent 
years. There are many approaches for metadata generation for documents, in general 
(Noufal, 2005), and for Leaming Resources, in particular (Bergstraesser, 2005). Metadata 
generation methods can be classified by the type of metadata to generate, by the sources 
that are used, by the required prerequisites and the applied methods. 

Possible target metadata types are, for example, content-related metadata (such as 
title, keywords and categories), process-related metadata (author, creation date, version) 
or didactical metadata (learning objective, target group, difficulty, activity level). Sources 
for metadata generation strongly depend on the target metadata types. Content-related 
metadata requires analysing the contents of a document, whereas process metadata, 
such as author and creation date, can be obtained from the authoring environment 
(Hoermann et al., 2005). In the following, existing methods for content-related metadata 
extraction will be discussed. 

Content-related metadata is the most important type of metadata for retrieval of 
documents and especially Learning Resources. Users search more often by words that 
describe the desired contents than, e.g., by a creation date or author name. Common 
content-related metadata fields are title, keywords, classification and an abstract or brief 
description. Using these fields is usually more efficient than using full text search and 
produces more relevant search results. The discussion of content-related methods will 
focus on keywords and classification. Keywords are terms that give a hint on the topics 
that are covered by a document; these keywords can be any words without restrictions. 
Classification, in contrast, is restricted to a fixed taxonomy or ontology, from which 
concepts can be taken to describe the contents of a document. Hence, the methods for 
generation of keywords and classification information also differ: for classification a 
rnapping to known terms is required, whereas arbitrary words may be produced as 
keywords. 

Classification problems are addressed by classification and clustering methods. 
Classification here means again that a document is assigned to one or multiple predefined 
classes. Clustering algorithms build new classes based on the similarity of documents. 

Classification methods are a traditional focus of machine-leaming technologies. 
If a large enough Set of classified examples - also called corpus - is available, it can be 
used for training a System to automatically assign new documents to the existing classes. 
Examples for such systems are artificial neural networks, Support Vector Machines 
(SVMs) and the nearest neighbour algorithm. These methods are also called supervised 
leaming, because desired outputs are known in the training phase. Another approach for 
classification of documents is rule-based systems, such as the ontology-based metadata 
generation described in Stuckenschmidt and van Harmelen (2001). 
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The unsupervised equivalent to classification is clustering. Clustering algorithms 
calculate a distance between documents and build groups of documents, which are near to 
each other or have common attributes. A common clustering method is the K-means 
algorithm. A method for clustering newspapers is presented in Newman et al. (2006). 
A set of 400 clusters is calculated based on the CO-occurrence of entities, such as persons, 
organisations and places. Each of these clusters represents a hot topic that has been 
extensively discussed in the media. 

Latent Semantic Indexing (LSI) is a probabilistic method, which is similar to 
clustering. The term-document matrix of a set of documents is transformed into a 
low-rank approximation by merging terms to concepts. This transformation can be used 
to calculate the covered concepts of a document. However, the concepts produced by LSI 
do not necessarily have a real meaning. Therefore, LSI is not suited for generating 
human-interpretable classes or keywords (Newman et al., 2006). Similar to LSI is 
the Random Indexing method, which lowers rank by using random dimensions 
(Sahlgren, 2005). Random Indexing provides comparable results to LSI, but avoids the 
complex calculation of term CO-occurrences. 

Some approaches for classification of documents have been presented 
above - methods for keyword extraction will follow. Keyword extraction methods can be 
classified by their coverage: Domain-dependent methods are limited to a particular 
knowledge domain but usually provide better results. Domain-independent keyword 
extraction methods can be applied universally, but are less precise. Domain-dependent 
methods are based on a domain model, which contains relevant terms for the particular 
domain. Documents are searched for these terms for determining keywords. Kruschwitz 
(200 1) demonstrates how to build a domain model out of existing documents. Matsuo and 
Ishizuka have introduced a domain-independent method for extracting keywords 
from a single document without having a large corpus of documents (Matsuo and 
Ishizuka, 2004). This approach is based on the specific distributional characteristic 
of terms. 

Another technology for extracting keywords from web pages is to exploit the 
structure of a document (Kruschwitz, 2001). Opposing the approaches above, Kruschwitz 
uses only those terms as keywords, which appear in at least two different contexts within 
a document; the considered contexts are meta information, document headings, document 
title and emphasised parts of a document. 

To summarise this section, usefil metadata generation methods exist for classification 
if a large corpus of documents is available for training. In the area of keyword extraction, 
some domain-independent approaches exist, but most of them also depend on a 
training corpus of exemplary documents. Only the method of Matsuo and Ishizuka works 
domain-independently on a single document. Some statistical methods can also be 
applied for keyword extraction in a domain-dependent case. 

3 Community-generated contents 

A lot of regional and global communities have emerged since the invention of the intemet 
and the World Wide Web. in the early times of the intemet, communities were rather 
small and passive. There were only few people using the intemet, online time was 
expensive and participating by producing own contents, such as static HTML pages, was 
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difficult. Users mainly consumed contents that were produced by professional content 
authors. 

Over the years, the World Wide Web and its users have evolved in several aspects. 
The number of users has grown significantly; in many regions of the world, a majority of 
the population has access to the intemet. Broadband connections are available at low 
costs. The creation of contents has also become much easier. First, there were local tools 
for creating HTML pages. Aftenvards, new kinds of internet applications appeared that 
enabled users to enter contents without caring about details of HTML or other content 
formats. It started with guest books and forums and continued with consumer reviews 
about products, Wikis, Blogs and collaborative tagging. Passive consuming users have 
tumed into active amateur authors. O'Reilly (2005) has coined the term 'Web 2.0' for 
these new applications. 

Today, a large number of online communities exist that create their own contents 
without being professional authors or having a commercial interest. Such communities 
need a critical mass to create and maintain the contents. The size of the critical mass 
depends on a community's goals. The larger a community becomes, the larger the 
contents may grow. Most communities are Open: anybody may participate by 
contributing and using the contents. 

One successful cornmunity project is Wikipedia (2006a). The goal of the Wikipedia 
community is to create a fi-ee online encyclopaedia. It is based on Wiki sofbvare. 
Anybody may contribute to the project by writing, updating and extending articles. 
The encyclopaedia is fiee to use for everybody. Wikipedia has meanwhile reached the 
size of commercial encyclopaedias and become one of the most frequently visited 
websites in the world. 

4 Using Wikipedia as a substitute corpus 

As the previous section has shown, classification of Leaming Resources based 
on topics requires two prerequisites: predefined topic classes and a training corpus, which 
contains several examples per class. There are good exemplary corpora for newspapers 
for web pages, e.g., the Reuters corpora for news or the TREC corpora for web pages 
(Lewis et al., 2005; Commonwealth Scientific and Industrial Research Organization, 
2006). For e-leaming repositories, however, there is no suitable corpus yet. One major 
problem of current e-leaming repositories is that they contain too few Learning 
Resources. Combined with the fact that Leaming Resources are not restricted to a certain 
knowledge domain, but may Cover any topic, there is only little hope that a suitable 
Leaming Resource corpus for automated topic classification will be available in the near 
future. 

Therefore, a new approach is proposed by this Paper. Instead of a real corpus of 
Learning Resources, a substitute corpus shall be used, whose entities bear enough 
resemblance to Leaming Resources. As described above, the lack of an extensive training 
corpus prevents effective classification of Learning Resources. But several community 
projects exist, which generate huge amounts of explicit knowledge. If a data source can 
be found, whose entities are similar enough to Learning Resources regarding a set of 
relevant attributes, this data source could be used as a substitute corpus for classification 
methods. 
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The fiee encyclopaedia Wikipedia (2006a) is suggested as such a substitute corpus. 
Wikipedia is a fiee, web-based encyclopaedia, which is written and updated by a large 
community of volunteers. This large community ensures that all topics that seem relevant 
to anyone already are or probably will be described by a Wikipedia article. Wikipedia is 
also available in several languages, is continually updated and still grows over time. 
By April 2006, the English Wikipedia database contained more than one million articles. 
But Wikipedia is not just a collection of articles: it also provides a classification System: 
Each article may be assigned to one or more hierarchically organised categories. 

The important research question is: 1s Wikipedia suitable as a substitute corpus for 
Leaming Resources? This paper addresses this question and works towards an answer. 
The underlying general hypothesis is: 

Hypothesis 1 (General Wikipedia Hypothesis): Learning Resources und articles of 
the Wikipedia encyclopaedia both are knowledge transfer texts. As such, they bear a 
resemblance. Ifa Learning Resource und a Wikipedia article cover rhe same topic, 
a similari~ belween them can be measured. 

If this similarity between Learning Resources exists, it should be exploitable by 
Information Retrieval methods. Therefore, statistical similarity measurements (e.g., a 
distance function in a docurnent vector space) are used as a basis to formulate a more 
specific hypothesis. 

Hypothesis 2 (Specrfic Wikipedia Hypothesis): Whenever a Learning Resource is 
statistically similar to a particular Wikipedia article, there is also a similarity in the 
covered topics. If the statistical similarity exceeds a certain threshold, the Learning 
Resource covers the same or a closely related topic as rhe article. 

Hypothesis 2 raises some additional questions. First of all, which statistical methods are 
suitable to deduce topic similarity from statistical similarity? Second, which minimal 
threshold value assures a sufficient accurate classification? And finally, the choice of 
topics and a definition of topic matching have to be defined. 

Furthermore, there are large Leaming Resources that cover multiple topics. 
For classification of these Leaming Resources, an additional definition of subtopics is 
helpful. For this purpose, each contiguous extract of a Leaming Resource is regarded as a 
Leaming Resource fragment. 

Hypothesis 3 (Fragment Hypothesis): Hypothesis 2 also applies accordingly to 
Learning Resource fragments. Whenever a topic has been determined as topic of a 
Learning Resource fragment, it is also considered to be a subtopic of the embracing 
Learning Resource. 

If these hypotheses are true, they can serve as a foundation of using the Wikipedia as a 
substitute corpus for Leaming Resource classification. Two basic classification 
approaches based on Wikipedia articles are thinkable: Coarse classification using 
Wikipedia categories as classes or fine-grained classification by regarding each 
article - and thereby each individual topic - as one class. The second approach, regarding 
each article as a class, takes into account that each article addresses exactly one 
well-defined and disambiguated topic; the article title is suited for naming the class. 

Keyword generation is a further application of Wikipedia-based topic determination. 
Keywords for a Leaming Resource should be a very brief description of the contents. 
If matching topics are determined for all relevant fiagments of a Leaming Resource, the 
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resulting topics and subtopics are very well suited as keywords. In contrast to most other 
methods, this approach does not depend on usefül headlines or particular structures. 

5 Proof-of-concept implementation 

For testing the hypotheses, a first implementation of the approach has been realised. 
Main goal of the implementation is to prove Hypothesis 1 and identifi critical factors for 
proving Hypotheses 2 and 3. Hypothesis 1 expresses that having a Learning Resource and 
a Wikipedia article about the same topic implicates a similarity of the two documents. 
That means that there is a CO-occurrence of topic similarity and document similarity. 
The hypothesis though does not specifi the way similarity is measured. In Information 
Retrieval, a common method for determining the similarity of texts is to compare them in 
a Vector Space Model (VSM) (Salton et al., 1975). Hence, this method is also applied for 
the first proof-of-concept implementation. For proving the frst hypothesis, it is not 
necessary to identifi the method that calculates similarity best; a method that provides a 
good similarity function is sufficient. 

For a first test, a Learning Resource on the topic 'Network Calculus' is used. 
There is also a Wikipedia article available on that topic. To determine if there is a 
significant similarity between both documents, the Learning Resource is compared 
with all existing Wikipedia articles (cf. Figure 1). Hypothesis 1 can be assumed true 
if the similarity of the Leaming Resource to the 'Network Calculus' article is 
significantly higher than the average similarity values. For proving Hypothesis 2, the 
'Network Calculus' article would be required to be the best-matching article. 

Figure 1 Basic approach for finding similar Wikipedia articles 

I 
a 

Leaming 1 
Resource 

Wikipedia articles 

As the Wikipedia-based topic detection approach is targeted not only for background 
tasks in repositories, but also for interactive classification and metadata generation 
applications, the implementation should be designed with regard to the run-time 
performance on workstations. 

5.1 Analysis of Wikipedia 

Before starting the design process, some characteristics of the Wikipedia encyclopaedia 
have been analysed. Up-to-date statistics on the size and usage of Wikipedia in different 
languages can be found online (Wikipedia, 2006b). This paper focuses mainly on the 
English version, and as comparison also on the German one. As of June 2006, the English 
Wikipedia contains about 1,300,000 articles; for the German Wikipedia version, 435,000 
are listed. Most of these articles contain at least 200 visible characters. 
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For further analysis and an implementation, the provided complete database 
dumps have been downloaded. For the English version, the database dump fiom 20 April, 
2006 is used. The German database dump dates fiom the 4 June. Once the database 
dumps are unzipped into plain XML files, they consume several Gigabytes of disk 
space (see Table 1). The dumps contain pages, which do not represent articles, but 
special pages, images pages or redirects - these pages are not regarded as articles 
throughout this Paper. 

Table 1 Statistics on Wikipedia 

English German 
Number of articles 1.3 M 435 K 
Articles >200 char. 
Average article size (bytes) 
Size of database dump (zipped) 
Size of database dumv (plain) 

Important for processing text documents in the VSM are terms. We consider only 
one-word terms; common sternrning algorithms are used to map words to their 
basic word stem. We have counted the document frequency for each occurring term. 
The document fiequency indicates in how many different articles a term occurs. 
Table 2 presents the number of terms that fall into different ranges of document 
frequencies for the English (EN) and German (DE) version of Wikipedia. In sum, there 
are over 3 million different terms in the English Wikipedia. But more than half of the 
terms occur in only one article. On closer examination, most of these terms seem to be 
words from different languages, fantasy words or unfamiliar names. All terms that occur 
in at most two documents form two-thirds of the whole vocabulary. 

Table 2 Number of terms per range of document frequencies 

Document frequencies Terms (EN) Terms (DE) 

1 1,898,542 1,598,058 
2 5 18,047 360,442 
3 223,730 163,643 
4-5 204,943 160,157 
6-10 186,834 156,739 
11-20 1 16,379 102,823 
21-30 45,387 40,750 
3 1-50 40,76 1 37,304 
51-100 34,540 32,356 
101-1000 43,495 39,5 14 
1001-10,000 9,668 7085 
10,001-1 00,000 2,421 1041 
100,OO 1-200,000 140 47 
200,OO 1-300,000 20 16 
300,OO 1400,000 5 80 

400,001-0 7 2 

C 3,324,919 2,699,985 
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5.2 Performance considerations 

The implementation is considered to run on small Servers and on typical workstations. 
We, therefore, assume a computer with a 3 GHz desktop CPU, 2 GB main memory and 
Java as programming language as the target platform. Owing to the operating System, 
overhead and other influences, only 1-1.5 GB of RAM are effectively available for an 
application. Furthermore, interactive metadata generation methods imply that a User is 
sitting in front of the computer and waiting for a metadata proposal to accept or reject; 
this leads to a desire for fast execution. Real-time behaviour - delivering results within 
some seconds - should be aimed at as optimum. Based on these conditions, performance 
considerations are discussed in this section. 

The three most important reasons for performance bottlenecks are: 

disk memory 

size of in-memory representation 

structure of in-memory representation. 

High consumption of disk space also causes many disk operations, which are very slow. 
The size of RAM footprint mainly matters if the amount of required memory exceeds the 
RAM size - in this case expensive swapping is needed. And finally, the structure of the 
run-time representation of data has an impact on the complexity of the comparison 
algorithm. 

Assume that a non-optimised VSM implementation is used. The original 
English Wikipedia database dump is 5 GB. A rule of thumb for the dimension of a 
document classification indices is to multiply the size by 2; this leads to an index size of 
10 GB - definitely too large for the target main memory. A memory size optimisation is 
required. 

Second, consider the calculation effort to compute a simple distance function, 
e.g., the inner product of two vectors, in the VSM. For the ease of estimation, the number 
of articles is rounded down to 1,000,000 articles and the number of dimensions down to 
3,000,000. A total number of 1000 Leaming Resource fragments is assumed. As a result, 
3 X 10" floating-point multiplications have to be calculated. If one multiplication is 
executed per CPU cycle, the algorithm runs for about 277 h. This execution time would 
be inappropriate and has to be decreased. 

Of Course, some information retrieval libraries provide generic performance 
optimisations. But the known characteristics of the particular application can be utilised 
for a tailored optimisation. This means especially to find an accurate trade-off between 
memory consumption, execution time and classification quality. Objectives for the 
implementation are 

shrink run-time representation to fit completely into main memory 

optimise in-memory structure and complexity of algorithms for fast execution 

reduce consurnption of disk space to minimise disk operations. 
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The implementation is based on a VSM. All words that are used in any Wikipedia article 
are used as dimensions after a stemming algorithrn and a stop list has been applied. 
Java 1.5 has been chosen as programming language. 

In a preparation phase, all Wikipedia articles are transformed into document vectors. 
First, the whole Wikipedia database is scanned for all used words. The stemmed forms of 
these words are stored as a global word list that serves as a description of the vector space 
dimensions. In a second pass over the database dump, a document vector is created 
for each article. The vector is weighted by TF.IDF and normalised to a length of 1. 
The resulting article vectors are stored to disk. This preparation step has to be performed 
only once per version of the database dump. 

At run-time, all article vectors are read into main memory again. Then, a Leaming 
Resource is divided into several fiagments. For each of these fiagments, the contained 
text is extracted and transformed into a document vector; this transformation is performed 
analogous to the previous transformation of articles. Then the similarity values are 
calculated. Each fiagment vector is compared with all article vectors. The cosine function 
(inner product) has been chosen as similarity function (see Figure 2). The highest 
matches for each fiagment are interpreted as classification result. Depending on the 
mode, either a fixed number of matches or all matches with a similarity value above a 
certain threshold are used. 

Figure 2 Calculation of similarity values 

document vector article matrix 
r=====7 

Learning 
Resource 

similarity L=/ 
similarity values 

Top priority is to reduce memory consurnption. First of all, a sparse vector representation 
is used, which means that only non-zero elements of vectors are stored. Considering that 
most articles contain only some 100 different words out of the vocabulary of 3 million 
words, the effect is significant. The dimension of the vector space may also be reduced to 
realise additional savings. This can be achieved by removing very frequent or rare words 
fiom the dimensions. A common method is to remove words with a very high document 
fiequency, because they are considered to have only little relevance. Furthermore, 
Section 5.1 has shown that a very large amount of words occur in only one or two 
articles. On the one hand, rare words generally are considered to have a very high 
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significance. On the other hand, in the case of Wikipedia articles, most of these terms 
seem to be names, words from a foreign language or misspellings. Also, a term, which 
occurs in only one or two articles, might be a rather unknown word. Removing terms 
with a document frequency of only one and two could significantly decrease the number 
of dimensions. 

The run-time representation of article vectors is realised using the Compressed Sparse 
Row (CSR) format, which contains only non-zero values plus two index vectors: a 
column index, which determines the position within a vector, and a row index, which 
indicates where each vector starts (Goharian et al., 2003). An additional hash table for 
fast random access to non-zero values has been introduced. Based on the CSR 
representation for article vectors and a hash table representation of Leaming Resource 
fragment vectors, an optimised algorithm for calculating the similarity with a lower 
complexity has been implemented. 

6 Test results and interpretation 

For the English and German Wikipedia, the database dumps have been transformed into a 
VSM for first tests. The used word lists have been varied to find out the effect of reduced 
vector space dimensions. For example, from the German Wikipedia all words that occur 
in less than three documents or more than 200,000 documents have been removed. 
The result was that the word list itself significantly shrinked, but the vector information 
decreased only slightly 6om 630 MB to 558 MB. Some sizes of VSM representations 
are given in Table 3. However, determining the impact on classification performance 
would require a large-scale experiment. For the English version, only a limited word list 
has been used because of limited main memory resources. The transformation process is 
very time consuming and took about two days for the German Wikipedia and four days 
for the English Wikipedia on a standard workstation. 

Table 3 Size of Wikipedia articles after transformation into Vector Space Model 

Language Used terms (doc. freq.) Size of VSM data 

English 3-2 M 1.12 GB 

German All 630 MB 

German 3-200 K 558 MB 

In contrast, the run-time performance of the classification algorithm is much 
faster. Performing a classification of an English sample Learning Resource took about 
30 min. However, the bottleneck is the transfer of data from disk into main memory. 
Twenty eight minutes were consumed by loading the article vectors, but only 24 s were 
needed for determining the similarity between a given Leaming Resource vector and all 
articles. Creating a vector representation of a text document has taken less than 1 s. 
The total time of the method is quite high. But once the vector data is available in 
main memory, the classification works at an acceptable speed. If the article vector 
representations are persistently kept in main memory, the classification of a Learning 
Resource takes less than half a minute. 
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For the sample Leaming Resource on 'Network Calculus', one vector for the whole 
course has been created. This vector has been used as input for the classification method. 
For testing Hypothesis 1, the similarity value for the article 'Network Calculus' was of 
interest. The measurement has produced a similarity of 39.66% for that article, whereas 
the average similarity value was only 1.17%. The most similar articles are listed in 
Table 4. This result supports Hypothesis 1. The category infomation of Wikipedia 
indicates the classes 'Network performance' and 'Computer network analysis', which can 
be followed upwards to the classes 'Network management' and 'Computer networking'. 

Table 4 Result of topic classification for 'Network Calculus' course including category pages 

Article Similaritv 

Category: algebraic curves 
Network calculus 
Category: econornics curves 0.320 

Category: elliptic curves 0.285 
Singularity (rnathematics) 0.279 
Singular points 0.278 

Curved bar 0.272 

Category: spirals 0.27 1 

Category: packets 0.258 

The classification results show some interesting characteristics. First of all, category 
pages - which had not been removed fiom the articles database before - are obviously 
overrated. This can be explained by the different linguistic structure of category pages: a 
category Page consists mostly of titles of several related articles; therefore, it contains 
many high-rated keywords, in contrast to those words in natural language, which have 
less significance. Nevertheless, the classified categories are not completely off-topic, 
because the network calculus course uses mathematical curves for modelling network 
traffic. 

If category pages are removed fiom the result list (see Table 5), 'Network Calculus' 
is the article with the highest similarity to the given Leaming Resource. Furthermore, 
the next regular article in the list has a sirnilarity value of only 28%, which is more 
than 10% lower than the correct match. If the top match is used, the Wikipedia-based 
classification method provides a good result for this sample course. Using a threshold of 
one-third (33%) shows the same result. For making a general statement on how to best 
select topics for metadata, another test with a larger set of Learning Resources has to be 
carried out. 

Table 5 Result of topic classification for 'Network Calculus' course without category pages 

Article SimilariS 

Network calculus 0.397 

Singularity (rnathematics) 0.279 
Singular points 0.278 
Curved bar 0.272 

Average similarity 0.0 17 
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7 Conclusions and outlook 

This paper has introduced a new approach for metadata generation based on using the 
Wikipedia encyclopaedia as a substitute corpus. This approach uses standard Information 
Retrieval technology, but with a different data source. The test results that have been 
presented are very promising. Three hypotheses have been postulated as a foundation of 
the Wikipedia-based approach. The first two hypotheses have been supported by test 
results: The comparison of a Leaming Resource with Wikipedia articles can be used for 
determining the topic of the Leaming Resource. This information can be used either for 
classification or for generating keywords for a metadata record. For finally proving the 
hypotheses, further expanded tests will be required, including a consideration of 
statistical significance. 

However, the approach might produce good results only for a particular granularity of 
Leaming Resources. This has to be evaluated in further experiments. For a large Leaming 
Resource, which Covers a variety of topics, the approach might possibly produce less 
accurate results. Therefore, the third hypothesis becomes relevant. Subtopics for several 
fragments of a Learning Resource can be determined; then an overall topic is built out of 
fragment subtopics. The links between Wikipedia articles rnight be used to find the 
overall topic. Also, subtopics of fiagments may be used as keywords for the Leaming 
Resource metadata. 

Some additional ideas have to be tested if they can improve the classification method. 
For example, different similarity functions, such as binary comparison or a word recall 
rate, have to be evaluated. Furthermore, if a topic domain of Learning Resources to 
classiS, is already known in advance, corpus for comparison could be limited to 
articles of that particular domain. A domain-limited corpus for classification of 
Leaming Resources on medical science could for instance be much smaller than the 
general-purpose corpus. 

The achieved results encourage one to watch out for other substitute corpora as well. 
In the Course of the web 2.0 hype, a large number of community projects have been 
initiated for jointly creating immense amounts of freely accessible knowledge. Some of 
these projects have already reached a critical mass of contributors or will do so in the 
future. It seems promising to analyse these data sources for their qualification as input for 
alternative substitute corpora for classification tasks. 
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