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Klara Nahrstedt ultimedia computing and communications impose new
University of Pennsylvania M requirements on network system components. High-speed

networks must not only provide fast data transfer but also
Ralf Steinmetz guaranteed delivery. Continuous media, such as video and audio, must
IBM European Networking be delivered error-free to users within well-defined time constraints to
Center attain the desired quality during end-system media presentation.

Achieving guaranteed, end-to-end delivery in networked multimedia sys-
tems will require the solution of several multimedia-specific control-man-
agement problems at the host and underlying network levels. This article
presents possible approaches and solutions for one of those problems,
resource management. - : :

BASIC CONCEPTS

Networked multimedia systems (NMSs) are a new generation of sys-
tems consisting of Broadband Integrated Service Digital Networks, high-
performance multimedia workstations, and personal computers (see
Figure 1). Their primary goal is proper integration of all components—
application, operating system, and network—that ensures portability to
different platforms, accommaodates dynamic resource changes, and guar-
antees delivery of the right information at the right time.

" Klara Nahrstedt, Ralf Steinmetz; Resourcé Man'ag.eme'nt'in' Networked Multimed
Systems; IEEE Computer, Band 28, Nr. 4, April 1995.

Requirements

Distributed multimedia applications, such as multimedia mail, confer-
encing, screen sharing, and virtual desktops, are imposing new require-
ments on data transmission.

[N&S{95]

- * High data throughput. The stream-like behavior of audio and video data
demands high data throughput. Even when compressed, streams can
User expectations for range from less than 4 Mbits/second up to 100 Mbits/second.
* Fast transfer rates. Different applications coexisting in the same end sys-
multimedia applications are tem impose transmission requirements ranging from error-free to time-
constrained.
imposing enormous demands * Time and space guarantees. Users will be judging the new applications
against the high standards of quality set by radio, television, and tele-

on network delivery. Proper phone services.

resource management is All three requirements imply careful multidimensional—time, space, and
frequency—resource management to meet quality standards and to pre-

crucial to high throughput, vent problems such as dropped or delayed packets.

fast rates, and time and space  Constraints

Existing operating systems and communication protocols impose sev-
guarantees. eral constraints on multimedia transmission.
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Continuous media transmission is constrained by the
end-system architecture. Typically, data is obtained from

asource (microphone, camera, or video adapter) and for-

warded to a sink (speaker, dlsplay, network adapter, or
" video adapter) as shown in'Figure 2. One possibility for
satisfying delivery requirements with current systems is’

to take the “shortest possible path” through
the system and move the data from adapter
to adapter. The application sets the correct
switches for the data flow, but it never
really touches the data as in traditional
processing. This approach is fast, but it
does not provide the necessary resource
control and adaptability.

The layered architecture of communica-
tion systems implies considerable data
movement in the protocols. Because of the
expense of physically copying data, virtual

- copying mechanisms are used. One
approach, integrated layer processing, is
based on the concept of application-level
framing.! It structures protocols into one or
two integrated processing loops that oper-
ate over a single, common data unit instead
of over different data units in the various
layers of the communication protocol stack.
Layering is also used to compress and store
data; examples include the MPEG (Moving
Pictures Experts Group) system’s seven lay-
ers and data stored in a CD-ROM/XA
(extended architecture) format.2

" Different communication-system layers
may also have different protocol data-unit
sizes, If the upper layer wants to transmit a

large data size, the data units must be bro-

ken into the size required by the underlying
layer (for example,” ATM cell-sized data
units). This segmentation is performed at
-the sender, and the underlying layer’s data
units must be reassembled at the receiver.

Some protocols use a retransmission
mechanism to achieve reliable data deliv-
ery, but this requires additional buffer space
for queues and increases end-to-end delays.

Quality-of-service and resource
specifications

Because of the heterogeneity of require-
ments from different applications, multi-
media services are parameterized.
Parameterization allows for flexibility and
customization of services, so that each
application does not implement a new set
of system services.

The International Standards Organiza-
tion (ISO) uses quality of service (QoS), a
concept for specifying how “good” net-
working services are, to define parameter-
ization. Researchers have yet to determine
the “best” set of QoS parameters for multi-
media systems (or benchmarks to compare
the different approaches), but our exam-

ples use QoS parameters that are common in the multi-
media community (see Table 1).

" QOS SPECIFICATION. An NMS ¢onsists of atleast three_ '
abstractlon Jlayers below the human user, as shown in
Figure 3: the application level; the system level, including
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Figure 2. System components for video data transmission.
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Table 1. Examples of possible qualitquf s_eryice (QpS)_par_ametér;.. .

R R P Y M IR v

0 to 1 50 ms
150 t0 400 ms
= Above 400 ms.

;*Up 10 800 ms-

nd-to-end delay

e «:.l‘tbund-trip delay
Packet loss -
Bandwidth’

Video
(Application QoS)

Frame rate

60 fps
Frame width <720 pixels
Frame height < 576 pixels

" - Color resolytion’ 8 bit/pixel - .
TS oo 1ébits/pixelt Y
Aspect ratio .4:3
’ 16:9

Compression ratio 2:1

50:1

< 1.86 Mbps
64 Kbps to 2 Mbps
1,544 Kbps to 2 Mbps
140 Mbps
Over 1 Gbps
Around 500 Mbps
20 Mbps
<10¢
<10

<10
=250 ms

Video Bandwidth
(Network QoS)

Bit error rate
Packet loss

End-to-end delay

Bandwidth
End-to-end delay
Packet loss

0.2 to 10 Mbps
=1 sec.
1o

(Network QoS)

' Acceptable forr most u'ser'apps
‘May impact some apps. .~

F T TR

- Audioconferencing speech

RS N T S S BN oo

-Gray-scale resolution of 256_co|ors :

"‘Lossy compression of HDTV

MPEG encoded video

“‘Medium ° Chatacterization .\ | ... . oo 7 i
“Type “of Quality ' S
Audio Sample size 8-bit Telephone voice quality
(Application QoS)  Sample rate 8 kHz (Intermediate delay 125 ps)
Sample size 16-bit CD audio
Sample rate 441 kHz (Intermediate delay 22.7 ps)
- Playback point -=100 to 150 ms ‘Depends on-network delay

I R

Unacceptable -
Acceptable for conversataons

Telephone quality ’
Telephone speech

Near-CD-quality-audio :
CD-quahty audlo RS
NTSC format

PAL format

HDTV format

Video signal MPEG coded
Vertical size

65,536-possible cslors.

NTSC, PAL TV format

HDTV format

Lossless compression of HDTV

H.261 encoded video

H.120

TV, PCM coding

HDTV uncompressed quality
HDTV lossless compression
HDTV lossy compression
Long-term bit error rate
Uncompressed video
Compressed video

File transfer

Computer
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Figure 3. Architectural view of a networked
multimedia system.

communication and operating system services; and the
device level, including both network and multimedija

) 'dev1ces Since all three layers mclude services, a QoS pard-

' metenzatlon is considerad in-all layers

Appllcatlon QoS parameters, descrlblng requirements
for the application services, are usually specified in terms
of media quality and media relations. Media quality
includes source/sink characteristics such as media data-
unit rate and transmission characteristics such as end-to-
end delay. Media relations specify relationships among
media, such as media conversion and mter/mtrastream

. synchronization.? -

System QoS parameters descrlbe communication and
operating system requirements resulting from the appli-
cation QoS. These parameters are specified in quantita-
tive and qualitative terms. Quantitative criteria are those
that can be evaluated in terms of concrete measures, such
as bits per second, number of errors, task processing time,
and data unit size. Qualitative criteria specify expected
services, such as interstream synchronization, ordered
delivery of data, error-recovery mechanism, and sched-
uling mechanism. Specific parameters can be connected
with expected services. For example, interstream syn-
chronization can be defined by an acceptable skew rela-
tive to another stream or virtual clock.?

Network QoS parameters can be specified in terms of net-
work load and network performance. Network load refers
to ongoing traffic requirements such as interarrival time.
Network performance describes requirements that must
be guaranteed, such as latency, bandwidth, andjitter (the
variance in delay across many packets).* Note that net-
work services depend on a traffic model (arrival of con-
nection requests) and perform according to traffic
parameters such as peak datarate or burst length. Hence,
calculated traffic parameters are dependent on network
QoS parameters and are specified in a traffic contract.

Device QoS parameters typically specify timing and
throughput demands for media data units. N
Parameéter values determme the types ofsemce. If QoS '

.paraméter vilues are ‘specified withi either deterministic-|. . -

or statistical bounds, they require guaranteed services.*If
QoS parameter values are estimated from past behavior
of a service, they require predictive services.! If no QoS
parameters are specified, best-effort services are
employed.

RESOURCE SPECIFICATION. NMS services need both
aétive and passive résourcés for manipulating data. An
active resource, such as the CPU or a network adapter for
protocol processing, provides a service. A passive resource,
such as the main memory (buffer space) or bandwidth
(link throughput), denotes system capabilities required
by active resources.

A resource can be used exclusively by one process or
shared among processes. For example, a loudspeaker is
an exclusive resource, whereas bandwidth is a shared
resource.

A resource that exists only once in the system is known
as a single resource; otherwise, it’s called a multiple
resource. In a multiprocessor system, the individual CPU
is a multiple resource; in a traditional workstation, the
CPU is a single resource.

From the above descriptions, we can conclude that QoS
parameéters specify requirements for resource capacities

 allocated to NMS services as ‘welFas for the service disci- -
‘ plmes managing the resources in NMS. For.example, the

end-to-end delay QoS parameter determinés the behav-
ior of transmission services along the path between media
source and sink with respect to packet scheduling (band-

. width allocation), queuing (buffer allocation), and task

scheduling (CPU processing time allocation).

Resource management architecture k
.- Resources ar'e tmanaged by various componerits 6f a
resource management subsystem in an NMS (Figure 4).
The main goal of resource management—guaranteed
delivery of multimedia data—implies three main
actions:

(1) reserve and allocate resources (end-to-end) during
multimedia call establishment so that traffic can flow
according to the QoS specification,

(2) adhere to resource allocation during multimedia
delivery using proper service disciplines, and

(3) adapt to resource changes during an ongoing multi-
media session.

The resource management subsystem includesresource
managers at the hosts as well as at the network nodes.
Resource management protocols are used to exchange
information about resources among the resource managers.

ESTABLISHING AND CLOSING THE
MULTIMEDIA CALL

Any multimedia user expects the application to provide
a certain level of quality. Before any multimedia data is
transmitted, these user-defined requirements must be
communicated to the resource management entities of all

May 1995




involved system components. The QoS parameters are
then negotiated and, where specifications differ, trans-
lated between layers. Finally, the required resources must
be admitted, reserved, and allocated along the path
. ‘betWeen the sender(s) and recelver(s) These basic steps
are performed during multimedia call establishment. The
call close-down procedure, from the resource manage-
ment point of view, concerns resource deallocation.

QoS negotiation and translation

A general architecture for communicating QoS para-
meters comprises two:services: négotiation and transla-
tion of QoS parameters.

NEGOTIATION. Two parties are always encountered in
the generic QoS negotiation process (Figure 5). The negoti-
ation can be peer-to-peer (for example, application-to-appli-
cation) or layer-to-layer (for example, application-to-system
or human user-to-application). In ISO terminology, the peer-
to-peer negotiation is known as the caller-to-callee negotia-
tion and the layer-to-layer negotiation is called the service
user-to-service provider negotiation.

The purpose of the negotiation is (1) to establish com-
mon QoS parameter values among the service users and

providers (that is, negotiate a contract) and (2) to capi-
talize scarce resource capacities by reservmg only the real

- demand at any point in time..

The most significant variations of negotlatrdn among
the service users (caller/callee) and the service provider’
are bilateral peer-to-peer and layer-to-layer negotiations
and triangular negotiation for a contractual value.

Bilateral peer-to-peer negotiation takes place between
the two service users (caller/callee). The service provider
is not allowed to modify the value proposed by the service
user (Figure 6).

Bilateral layer-to-layer negotiation takes place only
between the service user and provider. This negotiation
covers two possible communications: (1) between local
service users and providers, for example, between appli-
cation requirements and OS service guarantees, and (2)
between host and network, for example, when the sender
wants to establish multicast connections for multimedia
streams.

Triangular negotiation for a contractual value takes place
between both service users (caller/callee) and the
provider. QoS parameters are specified through a mini-
mal requested value and an upper bound. The caller’s goal
in this negotiation is to obtain a minimal contractual value.

Definitions . : ;
Admission control—a mechanism to- decndé if a new maxnmal service processmg tlme . Then jltterxvafles 0 <x<
request‘bo usea shared resource W|II be admrtted modlfl-ed : (D—d).

or rejected.. /5. _ - Maximal end-to-end delay—the Iargest end to—end delay
Best-effort service—a service: that perform its functlon
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Figure 4. Typical setup of resource management in networked multimedia systems.

The service provider can modify the mini-
mal value toward the upper bound value.
The callee makes the final decision and
reports with a response/confirm primitive
to the caller. The final contractual value
can also be a maximal QoS parameter or
an average value.

TRANSI.ATION. Since dxfferent NMS lay-
ers operate or different ObJEC[S to provide
or use services, they may require different
QoS parameters. For example, the mean
loss rate of packet networks has no mean-
ing for a video capture device. Likewise,
frame quality, the number of pixels in both
axes used to initialize frame capture

buffers, is of little use to network layerser- -

vices. _

Coordinating services in different NMS
layers requires translating QoS parameters
between layers. The translation. often
requires additional knowledge stored with
the specific component. For example, the
end-to-end delay of audio data depends on
the specific application. For a retrieval
application such as playback of audio files
from a remote server, this value is less strin-
gent than for a dialogue application such
as audio workstation telephony between
two people. Hence, translation is an addi-
tional service for layer-to-layer communi-
cation during the call establishment phase.

The NMS architecture (Figure 3)
requires translation between layers. The
human interface/application QoS transla-
tion might be provided by a tuning service.
This service provides a user with an inter-
face for input of application QoS as well as
for output of the negotiated application
QoS. The translation can be represented by
video and audio clips in the case of audio-

Peer to peer

Caller to callee

Service user
to
service provider

Figure 5. Resource managémént instance involved in the QoS
negotiation process. '

W] s et
(caller :, Jeeriapeer L ‘Servlcé" user}‘é‘f
: '_.-,'!t*.‘ A3Vn negoiation (' ‘a 23 N’
A Y A Y
Requested Requested
=T QoS QoS =T
Changed value A value A Changed
QOS5 ==t | et QOS
value A” value A’
Connect Connect Connect Connect
confirm request indication response
t( tl tZ t]

Hs al g0 SYIRTS 1y £
: Servuce provnder ;

. Service provnder ':

Figure 6. Example of a specific type of negotiation: bilateral peer-
to-peer negotiation.
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' _"':Resource adimission

visual media, for example, that will run at the negotiated

quality corresponding to the video frame resolunon sup—

ported by the end system and the network.-

. - The application QoS/system QoS translation maps the.
apphcanon*requnrements onto the system QoS parame-

ters. That may lead to such things as translating two “in
sync” media streams to a skew parameter defined as a tem-
poral value measured in milliseconds, or translating video
frame size to transport packet size with segmentation and
reassembly functions.

The system QoS/network QoS translation maps the sys-
tem QoS (forexample, transport packetend-to-end delay)
into the underlying network QoS parameters (for exam-
ple, in ATM, end-to-end delay of cells) and vice versa.

The translation service must be bidirectional,® which can
cause problems if the translation mappings-areé‘ambigu-
ous. For example, application parameters for video rate
and video frame size mustbe taken together to specify net-
work throughput value. If the throughput bound must be
relaxed, the new value may lower either the image quality
or the video frame rate. A bidirectional translation is pos-
sible, however, using the components’ additional knowl-
edge. This knowledge might result in either reducing the
frame size (for example, maintaining the same horizontal
and vertical ratio until there are 112 pixels in the horizon-
tal direction) or reducing the frame rate (for example, until
itis 1 frame per second) and indicating when no further
reduction is possible and the connection must be closed.

The next step, after every layer i mqu1res or gets its 6wn
QoS specification through negotiation and translation, is
resource admission. The admission process is based on the
QoS specification and uses a service embedded in a
resource manager. The "admission ‘service checks every
node on the path between the source (sender) and sink
(receiver). To control resource availability, the admission

service uses admission tests. There ar¢ at least three types:

* schedulability test for sharing resources, for example, a
CPU schedulability test and a packet schedulability test
at the network admittance point and at each network
node for delay, jitter, throughput, and reliability;

¢ spatial test for buffer allocation for delay and reliability
guarantees; and

* link bandwidth test at the host bus and at the network
for throughput guarantees.

The admission tests depend on the implementation of
control mechanisms at every NMS layer. Also, any QoS
negotiation and resource admission must be closely related
to a cost function. For example, assume you run a video-

on-demand service. You can save resources by moving a -

video clip to a server near the client, which can be done
more easily with some advance notice. Thus, you may
decide to charge a user who reserves in advance less than
another user who demands immediate access. If the client
is not forced to pay extra, he or she will probably demand
the best available QoS, which could reduce the QoS avail-
able to other clients or even deprive them of the service.
Clearly, with the introduction of appropriate accounting,
the QoS negotiation becomes a real negotiation.

Computer

Resource reservation/allocation
_ Resource reservation/allocation is based on the results

of the admission tests. In most systems, reservation/allo- -+ - :

cationis simplex; that is; resources are reserved irtonly . .

‘one direction ‘atongthe sender/recelver path. Resource -

reservation/allocation requires a set of reservation/allo-
cation functions embedded in the resource manager and
reservation protocols to communicate the mformatnon
among resource managers.

The managers use reservation/allocation tables and

‘functions to detect and solve conflicts during the reserva-

tion/allocation process, which can take a-pessimistic or
optimistic approach. The pessimistic approach avoids
resource conflicts by reserving for the worst case, that is,
for the longest CPU processing time, highest bandwidth,
and so on. This approach can lead to resource underuti-
lization, but it avoids conflicts and guarantees quality.
The optimistic approach, which reserves resources
according to an average workload, meets QoS parameters
as far as possible and uses resources fully. However, since
an overload situation may cause failure, a monitor func-
tion should be implemented with this approach. The mon-
itor function detects the overload and solves the problem
by preempting processes according to their importance.
Both approaches represent points on a continuum
because the process requires a resource in a stochastic
fashion. Assignment is possible at any value between an

average and a peak value. The closer the assignmentisto

the peakvalue, the lower theprobablhty that the process’
will be, demed the use of the" resm:rce at a certain fime."
Hence, the assignment represents a trade-off between

‘peak rate multiplexing (pessimistic approach) and statis-

tical multiplexing (optimistic approach).

Resource reservation/allocation protocols do not actu-
ally reserve or allocate resources; they only transfer infor-
mation about requirements and their QoS values. In
general resource reservation/allocation protocols work
as follows (see Figure 7): -

.» The initiator of the call establishment sends QoS speci-

fications in a reservation message (connection request).

* At each router, switch, or other entity along the path,
the reservation protocol passes a new resource reser-
vation request to the respective resource manager.

» After the admission decision, the resource manager
reserves the resources and updates the particular ser-
vice information for QoS provision.

« At the end of the path, the last entity sends an alloca-
tion message (connection confirmation) back to the ini-
tiator with an accept/modify/reject answer and final
QoS values.

¢ The allocation message travels the path back to the ini-
tiator. Each resource manager in turn allocates, relaxes,
or releases reserved resources according to the mes-
sage’s instructions to accept, modify, or reject the final
QoS parameters.

Reservation protocols are further characterized by

. direction and style. With respect to direction, they can be

sender-initiated or receiver-initiated. In a sender-initiated
reservation, the sender describes its sending resource
requirements in a QoS specification and sends it to the
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recéivers in a reservation message;
resources are reserved along the path from
the sender to the receiver. The receiver
i retﬁms an allocation message, "and
résources are allocated along the path from o 71
the receiver to the sender. In receiver-ini-
tiated reservation, the receiver describes
its receiving resource requirements and
sends it to the sender; resources are
reserved from the receiver to the sender
and allocated from the sender to the
receiver. It is assumed that the sender has
already sent a path control message, pro-
viding information about cutgoing data.¢
The reservation style refines the reser-
vation protocol with respect to communi-
cation scenarios and the reservation
request’s timing. Possible communication
scenarios are single sender/single receiver,
single sender/multiple receivers, or multi-
ple senders/multiple receivers. The style

Sender -
- User

QoS-

connection

QoS
connection
confirm

o ... End-system = .- . End-system
‘resource manager ¢ -

Admission-
reservation
request
Admission-
reservation
accept

Admission-
allocation

. request
Admission-

allocation
accept

Receiver

-+ resource manager -

User .

QoS

connection

\Ws

/

“/Qos

connection

response

for a sender-initiated reservation may be
for the sender to create a single reservation
along the link to the receiver or a muliticast
reservation to several targets.

There are three types of receiver-initiated reservation
styles. The first is the wildcard-filter style, in which a
receiver creates a single reservation, or resource pipe,
along each link, shared among all senders for the given
session:.In the second style, fixed filter,: each receiver
selects the pamcular sender whose data packets it wants
to receive. In the dynamic filter style, each receiver creates
N distinct reservations to carry multimedia data from up
to N different senders.5 ]

The reservation style can also be divided according to
resource allocation time as an immediate or-advance reser-

response.

vation. The advance reservation service, essential in mul-
tiparty ‘multimedia -applications, has two possible

" "approaches: centralized, where an advance reservation
server exists, and distributed, where each node on the
channel’s path “remembers” the reservations.”

Resource deallocation

After the transmission, resources are deallocated. The
CPU, network bandwidth, and buffer space are freed, and
the media flow connections are closed down. The close-
down process must be accomplished without disrupting
other network flows and implies resource availability
updating by the resource manager. Resource deallocation
can be initiated in three ways:

* Sender requests closing of the multimedia call. This
implies that the resources for all connections corre-
sponding to the multimedia call along the path between
sender and receiver(s) have to be deallocated and the
resource availability has to be updated at every node.
Receiver requests closing of the multimedia call. This
request is sent to the sender and resources are deallo-
cated as the request traverses the path.
* Resource management system initiates closure. It can hap-
pen that, although transmission has terminated, a
proper resource deallocation never took place. Hence,

Figure 7. Resource reservation/allocation protocol with “accept”

monitoring components working with timers should
oversee connections and check whether participating
parties are still active. In such a case, the deallocation is
initiated by-the resource management system itself.

MANAGING RESOURCES DURING
TRANSMISSION

Let’s assume successful negotiation of QoS and resource
allocation requirements-—that is, the contract has been
negotiated and signed. Resource management must now
sustain resource accessibility during the multimedia trans-
mission—that is, fulfill the contract. The job of satisfying

time, space, deviée, frequency, and reliability require- "’

ments belongs to various management components, such
as process management, buffer management, and rate and
error control components.

Process management

Multimedia transmission involves many separate tasks
for data movement, control, synchronization, and so on.
Since all these tasks share the same resource processor,
its use must be scheduled. Thisis done by the process man-
ager, which is part of the resource manager. The process
manager’s scheduler maps tasks onto the resource proces-
sor according to a specified scheduling policy so that all
tasks meet their requirements.

The choice of a scheduling policy depends on the char-
acteristics of the data to be processed. Continuous media
data require real-time processing in exactly predetermined,
usually periodic, intervals. As an example, let’s consider
periodic tasks without precedence constraints where task
processing is independent and must be guaranteed for the
entire runtime. Apart from the demand of meeting guar-
anteed deadlines, a non-real-time task should not suffer
from starvation because real-time tasks are executed.
Multimedia applications rely on discrete media as much as
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on continuous media. Therefore, not all resources should
be occupied by real-time tasks and their management.

scheduler selects among
tasks with the earliest dead-

(a)

(b)

line that are (1) ready and
(2) not fully processed. EDF
produces a valid schedule
whenever one exists. A pri-
ority-driven system sched-
uler zssigns each task a
priority according to its
deadline. The highest prior-
ity goes'to the task with the

to the one with the latest,
and so on. Since priorities
are reevaluated with every
new task, EDF scheduling is
apt to require frequent
rearrangement.

The rate-monotonic algo-
rithm computes a task
priority schedule at the

Ee

.| . scatter/gather system.

Figure 8. Buffer manage-
ment techniques: (a) off-
set management; (b)

beginning of processing.
Priorities are assigned to
tasks once during call estab-

" requestrate, and no further
computation during sched-
uling is required. There are five prerequisites to application
of the rate-monotonic algorithm:

* Requests for all tasks with deadlines must be periodic.
* The processing of one task must be complete before the
next task of the same data stream is ready for execution.

pletion of a request for any other task.
* The maximum processing time required for uninter-
rupted execution of each task request must be constant.
* Only periodic tasks in the system can have deadlines.

In general, the cost of scheduling every task should be
minimized, especially the overhead of context switching
in the operating system. If more than one stream is
processed concurrently, more context switches are likely
with a scheduler using the rate-monotonic algorithm, so
EDF is more suitable for scheduling multimedia streams.

Buffer management .

The limited memory bandwidth ofhost systems causes
a severe problem for multimedia applications, which
require efficient movement of large amounts of data. This
goal cannot be accomplished by traditional data copying.
Likewise, the efficient paging and swapping techniques
current operating systems use to enlarge memory are
unsuitable, since multimedia data must be pinned
(locked) into the real main memory to satisfy timing
requirements.

Multimedia applications require other buffer manage-

Computer

~ Several scheduling algorithms are suitable for multime- -
dia tasks.? The two most relevant aré the earliest deadline
first (EDF) and the rate-monotonic algorithms. fn EDF, the -

earliest deadline, the lowest -

. lishment according to their.

* Taskrequests must not'depend on the initiation or com-""

ment techniques, such as offset management or a scat-
ter/gather system (see Figure 8). Below, we describe these

-mechanisms in the context of the comniunication proto- ;. - :
_‘col stack, but they can be apphed to.other layers C e

In an offset mandgemeént approach; a Buffer is placed i in

" one memory segment. The buffer must be large enough

to contaim all data to be transmitted, as well as the proto-
col control information (PCI). For transmission, an appli- .
cation places its data into the buffer and leaves enough
space for the future PCIs of the protocol stack. As the buffer
is passed through the communication system, each pro-
tocol entity updates:the offset in the buffer; which ineans
it writes its own PCl in the buffer. The offset technique is
easy to implement with little processing overhead for each
buffer and prevents data copying. The problem is that the
application has to allocate a maximum-sized buffer to
ensure enough space for all protocol information. This
implies that the application knows the sizes of all PCIs. It
also means that this technique can only be used between
layers where the data unit is not segmented/reassembled.
In ascatter/gather system, each request for buffer space
is satisfied by linking in a new memory segment. A control
structure keeps track of all memory segments for a buffer.
The scatter/gather system prevents data copying, and also
allocates memory space only as it is needed, not causing
memory over-allocation. This technique efficiently imple-
ments protocol requirements such as dynamic expansion
of buffers, segmentation and reassembly, and concate-
nation and separation of data units. However, it incurs

-additional overhead for maintaining control structures. -

Rate control

Because multimedia data transmits and uses network
resources at certain negotiated rates, NMS communica:
tion protocols must include rate-based flow control. This -
kind of flow.control employs a rate-based setvice disci-
pline that provides users with a minimum service rate,
independernit of other users’ traffic characteristics. Such a
disciplin€, performed by a service provider at a switch,
schedules and manages bandwidth, service time (prior-
ity), and buffer space. Combined with a proper admission
policy, this scheduling discipline provides throughput,
delay, delay jitter, and loss rate.guarantees.

Of the rate-based scheduling disciplines, the most rele-
vant for multimedia are Virtual Clock, Delay Earliest Due
Date (Delay EDD), Jitter Earliest Due Date (Jitter EDD), and
the weighted version of the Fair Queuing algorithm (WFQ).

¢ Virtual Clock emulates time division multiplexing. It
allocates each packet a virtual transmission time; this
is the time at which the packet would have been trans-
mitted if the service provider were actually doing time
division multiplexing.?

¢ Delay EDD* is an extension of earliest-deadline-first
scheduling. The service provider works according to a
service contract negotiated with each source. The con-
tract states that if a source obeys a peak and average
sending rate, the service will provide bounded delay.
The service provider sets a packet’s deadline to the time
it should be sent according to the contract. This actu-
ally is the expected arrival time added to the delay
bound at the switch. By reserving bandwidth at the peak



raté, Delay EDD can assure each connection a guaran-
te'ed delay bound.
* Jitter EDD* extends Delay EDD to provide jitter bounds.
" After a packet has been served by each switch, it is
stamped with the difference between its deadliné and
actual finishing time. A regulator at the entrance of the

next switch holds the packet for this period before mak-

+ ing-it-eligible for scheduling. THis provides minimum
*, and maximum delay guarantees:
* WFQ! gives each packet a time stamp as it arrives and
transmits packets in increasing time-stamp order.

To bound delays in the rate-based disciplines, traffic
shaping schemes can be applied at the sending host. In
Leaky Bucket and its variations (for example, Token
Bucket),? the sending -host places the data into the
bucket, and data drains out the bottom of the bucket as
it is sent on the network at a certain rate. The rate is
enforced by a regulator at the bottom of the bucket. The
bucket’s size limits the data that can build up waiting for
the network.

Rate-based disciplines are divided according to whether
they adopt a work-conserving or nonwork-conserving pol-
icy. The work-conserving discipline, which includes Delay
EDD and Virtual Clock, serves packets at the higher rate so
long as that does not affect the performance guarantees
of other connections. This policy means a service provider
is never idle when there is a packet to be sent. The non-
work-conserving discipline, which includes.Jitter EDD,
does not serve packets at a higher rate under any circum-
stance. This also means that each packet is assigned,
explicitly or implicitly, an eligibility time. If no packets are
eligible, none will be ransmitted—even when the service
provider is idle.

Rate-based disciplines-allocate resources per service -

user. Hence, the service users need to specify traffic and
guarantees, using the network load and performance spec-
ifications in network QoS parameters. All rate-based ser-
vices provide throughput guarantees. Delay guarantees
are provided by Delay-EDD, all nonwork-conserving ser-
vices,-and WFQ. Jitter guarantees are provided by non-
work-conserving disciplines.

End-to-end error control

NMSs demand a substantial degree of reliability, so their
components need end-to-end error detection and error
correction mechanisms.

ERROR DETECTION. Error detection mechanisms
should be embedded in the application. For example,
some errors in the AC parameters of MPEG-2 compressed
B blocks may not matter in predictive encoded video data
(they appear for only a fraction of a second and are hardly
visible to the human eye). But if the frame boundaries are
destroyed, the error cannot be recovered. This means that
structural information within a data stream needs to be
protected. This also implies that existing error detection
mechanisms, such as checksumming and data unit
sequencing, should be extended to convey further infor-
mation. These existing mechanisms allow detection of
data corruption, loss, duplication, and misordering at the
lower levels (for example, packets in the network layer),

but onthe application level, where the decision should be
made, error detection is omitted.

. Error detection mechanisms for temporal misbehavior. | -. .

must be embedded in the system and network layers, too.-

Such detection mechanisms may open resources on the
sender-receiver path to other connections (if work-con-

serving scheduling disciplines are used) and may indicate

congestion points along the path To identify late data, it
is necessary to determine the lifetime of data units and
compare actual arrival time with latest-expected arrival
time. The latest-expected arrival time can be derived from

the traffic model (throughput and rate) associated with a.

connection. Therefore, only the first data unit must carry
a time stamp. This is not an ideal solution because it forces
error detection to start with the first data unit and no inter-
ruptiori of the service ispossible. Witha time stamp in every
data unit, error detection can start at any point during the
media transmission. This mechanism requires a synchro-
nized system clock at the sender and receiver to accurately
determine end-to-end delay. A possible protocol for this
kind of synchronization is Mill's Network Time Protocol.

ERROR CORRECTION. The traditional error correction
strategies are not suitable for multimedia communica-
tions. Preventive error correction schemes,’® such as for-
ward error correction (FEC) and priority channel coding,
are more appropriate.

In FEC, the sender adds additional (redundant) infor-
mation so that the receiver can locate and correct bits or

bit sequences. To use FEC the NMS needs (1) thé error |

probability of the connection betwéen the sender and
receiver and (2) the reliability required by the application.
FEC results in a low end-to-end delay, and it does not
require exclusive buffering of data before playout or a con-
trol.connection from the receiver to the sender. The dis-
advantage of FEC is that it works only for detection and
correction within a packet, not for complete packet loss.
FEC cannot guarantee recovery of corrupted orlost.pack-
ets. Also, its redundancy significantly increases through-
put demands: _

Priority channel coding refers to a class of approaches
that separate a medium into multiple data streams with
different priorities. During periods of congestion, the net-
work discards low-priority packets carrying information
that is less important for reconstructing the original media
stream. Channel coding requires network control of packet
loss during congestion through a priority mechanism.
Further, the use of different streams for different priori-
tiesrequires synchronization at a per-packet granularity to
reconstruct the medium stream.

Resource monitoring

Resources are monitored at end points as well as in net-
works during multimedia transmission. The monitoring
function continuously observes whether processed QoS
parameters are exceeding their negotiated values. This
information on available and allocated capacity is stored
inamanagement information base as a QoS specification.

Monitoring must be flexible so that the overhead it adds
to transmission does not cause violation of QoS guaran-
tees. This means keeping most monitoring variables
optional and retaining the ability to turn monitoring on
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and off. Resource monitoring can operate in two possible
modes. End-user mode requests a status report about the
resources; network mode regularly reports the resource
status on different nodes along thepath. -

Obviously, the design and.implementation of such a
monitoring function is a nontrivial task, and a clearly
agreed upon nonon of the QoS isa prerequnsnte
Resource adaptatron e

Continuous media communication should support a
framework for dynamically changing the allocated
resource capacity. Achieving this goal requires (1) notifi-
cation of a change and renegotiation of QoS parameters
and (2) adaptation of resources to accommodate changes
in the end points, the network, or both.

-t L ST
NOTIFICATION AND QOS RENEGOTIATION. If the mou-

itoring function signals a change of QoS parameters dur-
ing transmission, renegotiation of QoS parameters must
begin. Hence, renegotiation is part of QoS negotiation
when a call is already set up. The renegotiation request
can come from the user, from the host system (due to
workstation overload), or from the network (due to over-
load and congestion). The request is sent to the local
resource manager, which propagates the request using
resource management protocols (Figure 9).

Application
QoS profile

e Ne_’;work'-_ 28
QoS profile.:

KAS

Figure 9. Slgnalmg of QoS change coming from
application or from network.

A userrequest for a QoS change can be initiated from a
sender or a receiver. If the user-sender requires a change
of QoS, this may imply adaptation of multimedia sources,
sinks, host resources, and network resources. The changed
QoS is passed from the sender to the receiver, and each
resource manager checks resource availability for the
changed QoS value. Changes are implemented by the
admission/reservation/allocation mechanisms and reser-
vation protocol described earlier. If the user-receiver
requires a QoS change for the receiving media, the
resource manager checks the local resource, reserves it,
and notifies the sender. The admission procedure is the
same as for a user-sender request. At the end, the receiver
has to be notified to allocate local resources.

Ahost system request for a QoS change may come from
the operating system when several users are admitted and
some users violate their admitted application require-
ments (that is, system performance degradation is

Computer

observed). A notification about the degradation of QoS
performance and a renegotiation request are issued. The
resultefther renegonanon is an adaptation of the host sys:
tem to the overload, either accommodatmg new quahty
requirements or negotiating lower contractual values. If
host QoS changes degrade performance, the host resource
manager may invoke.the network resource management

to lower the QoS parameters in the netvmrk betwweén the ; - ’
.sender and thé recéiver. - :

In an optimistic resource allocandn approach, network
overload at some nodes can cause a network request for a
QoS change. This request comes as a notification, report-
ing the need for aresource allocation charige, from the net-
work resource management to the host. Below, we describe
two approaches to resource adaptation caused by network
overload. (Several adaptation schemes already exist, since
this is an area of active research.) These adaptation mech-
anisms implicitly offer partial solutions for renegotiation
requests originating from the user or the host system.

NETWORK ADAPTATION. The first approach—a proper
load-balancing policy—provides a solution where the net-
work can adapt to the overload. Such a network adaptation
policy may combine the following mechanisms: routing,
resource monitoring (detecting load changes), load bal-
ancing control (deciding to reroute a connection), and
dynamic rerouting (changing the route). The routing
mechanism implements the routing algorithm, which
selects a route in adherence to certain routing constraints.

_The resourte monitoring mechanism monitors ‘the appro- :

priate network performarice and reports it to the load-bal-

ancing control. The load-balancing control mechanism
receives information from the resource-menitoring mech-
anism and determines whether load balancing can be
atrempted. If load balancing 2an be attempted; the routing
mechanism provides an alternate route. The transition
from the primary route to the alternate route uses the

’ dynarmc teroutmg mechamsm 7

SOURCE ADAPTATION. An alternative approach is to
adapt the source rate according to the currently available
network resources. This approach requires feedback from
the network to the source, which causes graceful degra-
dation in the media quality during periods of congestion.
The feedback information is sent by the monitoring func-
tion, which at each switch monitors the buffer occupancy
and the service rate per connection.

There are two ways to feed messages back to the source.
In the first method, the per-connection state information
is periodically appended to a data packet for the corre-
sponding connection. At the destination, this information
is extracted and sent back to the source. A switch updates
the information fields in a packet only if the local service
rate is lower than that reported by a previous switch along
the path. In the second method, the feedback message is
sentin a separate control packet, which is sent back along
the connection path toward the source.*

RESOURCE MANAGEMENT MUST BE EMBEDDED in the multi-
media operating system and communication architecture.
This means that proper services and protocols in the end




pomtsénd the underlying network architectures have to be
provided.

Many NMS functions, mechamsms, and protocols are
still research issues. However, examples of architectural
choices, where QoS and resource management have been
de51gned and implemented, do exist:

. The. Open S,ystems lnterconnecnon (OSsD, archltecture'._
" provides QoS in the network layer and some enhance:

ments in the transport layer. The OSI 95 project con-
siders integrated QoS specification and negotiation in
the transport protocols.’

» Lancaster’s QoS-Architecture offers a framework to

specify and implement the required performance prop-
erties of multimedia applications over high-perfor—
mance ATM-based networks."

* The Heidelberg Transport System, based on the ST-II
network protocol, provides continuous-media exchange
with QoS guarantees, resource management, and real-
time mechanisms.?

« UCBerkeley’s Tenet Protocol Suite provides network QoS
negotiation, reservation, and resource administration
through the Real-Time Channel Administration Protocol.”

* An Internet protocol - stack with the Resource
Reservation Protocol will provide resource reservation.®

* The Unijversity of Pennsylvania’s communication archi-
tecture—Omega—provides end-pointresource guaran-
tees using the distributed QoS Broker entity. QoS Broker
reliesonthe underlymg network resource management.

e Apphcatlon protocols for audio VAT and for v1deoNV _ . T - L
". Klara Nahrstedtis a research assistant in the Distributed.

‘on top of Internet protocol suite RTP/UDP/ IPZare now
widely used for networked multimedia appllcatlons

Resource management, based on QoS requirements,
. has-become an important part of multimedia communi-.

cation systems across all system components because of
requests for resource guarantees. These réquests, in turn,
come from the increased variety of applications and new

media—for example, tactilé information-—now being -

transmitted over high-speed networks. |
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