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Abstract: In order to implement cross-organisational workflows and to realise collaborations between enterprises the 
use of Web service technology and the Service-oriented Architecture paradigm has become state of the art. 
Here, as in every distributed System, several challenges arise in order to ensure the quality of service delivery. 
Especially, tlie rnonitoring of workflows and the related services at runtime is crucial in order to fulfil business 
requirements, e.g., as described in Service Level Agreements (SLA). 
In my research, I am working towards an integrated monitoring approach for distributed service-based work- 
flows, supporting the detection of SLA violations as well as their correction. The following research questions 
are subject to my work: what? to monitor, where? to monitor in a sewice-based environment as well as how 
to react? in case of SLA violations. 

1 RESEARCH PROBLEM 

Cross-organisational collaborations based on the in- 
tegration of business processes and IT Systems of 
business partners is getting more and more important 
to strengthen the competitiveness of enterprises. In 
order to implement those cross-organisational work- 
flows, the Service-oriented Architecture paradigm 
(SOA) is often facilitated as an architectural blueprint. 
Supported by an adequate SOA implementation, ser- 
vices of different parties can be combined to cross- 
organisational workflows and therefore support col- 
laborations between business partners. Nevertheless, 
the application of  SOA and service-based workflows 
also creates various challenges enterprises have to 
cope with. The integration of third party services 
into an enterprise's workflows needs to address as- 
pects like Quality of Service (QoS) and security to 
realise dependable and trusted business relationships. 
Therefore, Service Level Agreements (SLA) have to 
be defined between the participating parties address- 
ing business requirements and responsibilities of the 
business partners. Furthermore, it is crucial not to 
simply rely on the requirements defined by the SLA 

but to monitor the fulfilment of those requirements 
diiring runtime as a part of both IT operations and 
the enterprise's IT govemance strategy. Moreover, 
in case of deviations from requirements defined in 
the SLA adequate countermeasures have to be ap- 
plied to re-align the overall workflow execution with 
the SLA. As discussed in many recent publications, 
the "typical" Scenario for cross-organisational work- 
flows using service-based workflows consists o f  a sin- 
gle enterprise (i.e., the service requester) and sev- 
eral business partners providing services in a client- 
Server style. Monitoring and deviation handling is 
centralised and handled by the service requester itself. 
Although, centralised monitoring and alignment is 
broadly used in real-world applications, a centralised 
approach is not applicable to large service-based sce- 
narios containing an extensive number of service re- 
questers and providers. Here, scalability and com- 
plexity issues as  well as legal and govemance prob- 
lems do exist, e.g., unclear responsibilities and a lack 
of privacy. Both quality and amount of monitoring 
data needed for decision making as well as the time 
in which the data can be provided are not sufficient 
for real-time deviation handling or avoidance. 
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Figure I : Layered model of Web sewice related Standards 

Currently, two overarching classes of service 
monitoring approaches can be differentiated in prac- 
tice based on the layers they are working on. Real 
world enterprises often combine approaches of both 
classes in order to harvest a broad scale of  data for 
decision making. The first class contains approaches, 
which primarily work on transport layer and below. 
They make strong use of existing network manage- 
ment Systems, e.g., based on the Simple Network 
Management Protocol (SNMP) or the less established 
Remote Management (RMON) Standard to monitor 
service execution. Here, service im~lementations, 
e.g., Web services, are Seen as additional network re- 
sources which can be managed by the network man- 
agement system. Approaches also using application 
layer knowledge define the second class of  moni- 
toring approaches, which are often part of  the ser- 
vice runtime environment, i.e., the application Server 
on service provider side or the execution engine on 
service requester side. Both classes have in com- 
mon, that they are primarily implemented using a cen- 
tralised architecture for information gathering, where 
monitoring units and decision making components 
are located with the service requesters, even if mon- 
itoring data is collected in a distributed fashion. As 
centralised management has different drawbacks with 
respect to scalability and performance, various en- 
hancements of the centralised network management 
approaches do exist, which are in fact capable of  dis- 
tributing parts of  the information gathering process. 
Nevertheless, decision making in case of SLA viola- 
tions is coordinated by a central instance. 

Additionally, the selection of  the "right" parame- 
ters to monitor during service execution is crucial in 
order to reduce the amount of monitoring data needed 
as well as the delay resulting from analysis of  the data. 
In addition, current monitoring approaches often lack 

the provision of  fine grained information about ser- 
vice status due to the information hiding principles 
used in current infrastructure implementations. Here, 
a cross-layer approach to detect SLA violations by 
correlating events fiom various layers and sources 
is helpful for an efficient and proactive monitoring 
of services (cp. Figure I for a Web service related 
overview of layers). 

The remaining part of this paper is structured as 
follows. In the next section, the objectives of  my 
research are discussed in more detail. Afterwards, I 
present the expected oiitcome of  my overall research 
separated in individual contribiitions. The subsequent 
section discusses the research methodology followed 
by a section containing the current Stage of my re- 
search. Before the paper closes with a conclusion and 
outlook, the state of the art in service and cross-layer 
monitoring is presented. 

2 OUTLINE OF OBJECTIVES 

The overall goal of  my research is the development 
of an efficient, scalable, and nevertheless easy to in- 
tegrate monitoring approach for workflows in dis- 
tributed service-based environments. The objectives 
of  the work are best defined by the following research 
questions: 

What Parameters of  single services or workflows 
as composition of services have to be monitored? 

Where to place monitoring units in a distributed 
service-based environment? 

What to do in case of  SLA violations of single 
services and complete workflows? 

How to integrate all of the monitoring and de- 
viation handling in existing workflows, work- 
flow/process engines, and infrastructures? 

Hereby, the peculiarities of  service-based environ- 
ments need to be considered in particular, i.e., the 
large scale of the distributed system in scope, the dif- 
ferent spheres of  control being addressed (e.g., ser- 
vice requester, service provider, intermediaries, and 
network providers), and the instabilityldynamics of 
relationships between parties. 

3 EXPECTED OUTCOME 

In order to create a distributed but nevertheless 
smoothly integrable monitoring approach, several 
contributions are planned or already realised. As a 



foundation, a cross-layer analysis of correlations be- 
tween nehvork anomalies (e.g., time-outs, lost pack- 
e t ~ )  and the behaviour of Web service qualiiy was 
carried out, resulting in the definition of metrics for 
service monitoring (here in the context of Web ser- 
vice technology). In order to define not only moni- 
toring requirements in parallel to a workflow defini- 
tion, e.g., using the Business Process Execution Lan- 
guage (BPEL), but also adequate reactions to devia- 
tions, a policy language based on the WS-Policy Lan- 
guage of the World Wide Web Consortium (W3C) 
was defined. Furthermore, a mobile agent-based 
approach to the monitoring and deviation handling 
of distributed service-based workflows was designed 
and is currently beeing implemented based on Web 
service technologies as a proof of concept also facil- 
itating the policy language. A special focus is on the 
placement of monitoring units in a service-based en- 
vironment. Here, the benefits of distributed monitor- 
ing and deviation handling to improve scalabiliiy, to 
rninimise monitoring traffic in networks, and to im- 
prove reaction times in case of deviations from given 
requirements will be addressed by defining appropri- 
ate distribution strategies and algorithms. Those eval- 
uations will be based on the application of simulation 
approaches. 

4 RESEARCH METHODOLOGY 

The different contributions of my research determine 
different research approaches, so that not only a single 
research methodology can be applied. The following 
list gives an overview of the contribution and the re- 
search methodology / approach used: 

Conceptual work to analyse the problem space 
and to design the architecture as well as monitor- 
ing and deviation handling approaches 
Measurements of "real world" Web services in 
test-bed to derive metrics for cross-layer monitor- 
ing 

Analytical evaluation of the benefit of distribution 
mechanisms as a foundation for their subsequent 
simulation 

Simulation to evaluate improvements of reaction 
times, scalability, and minimised monitoring traf- 
fic by the distribution of monitoring functionality 

Prototypical implementation of the architecture 
as well as monitoring and deviation handling ap- 
proaches 

Only the combination of all methodologies allows 
an integrated treatment of the research questions ad- 
dressed before. 

5 STATE OF THE RESEARCH 

In this section, the core building blocks (i.e., contri- 
butions) of my research are presented. Here, my re- 
Cent work in the cross-layer monitoring of services 
is presented in short Summary as weil as the agent- 
based monitoring and deviation handling approach 
named Aufomafed Moniforing und Alignmenf of Ser- 
vices (AMAS.KOM), its architecture and its underly- 
ing distribution strategies for monitoring and align- 
ment agents in a service-oriented environment (work 
in progress). In addition, a policy language for the 
definition of requirements and countermeasures is 
presented. 

5.1 Cross-layer monitoring of services 

The idea behind cross-layer monitoring is to monitor 
service execution on different protocol layers. The 
basic assumption for this kind of monitoring is that 
the propagation of events through the protocol stack 
takes (too much) time, which othenvise could be used 
for the preparation of countermeasures in case of any 
problems. During service execution several problems 
can occur, which all have an impact on Web service 
behaviour. On network layer, routing problems, e.g., 
hosts which are not reachable, congestion in Intemet 
routers as well as traffic biirsts may exist. On trans- 
port layer, e.g., the retransmission of packets due to 
packet loss or connection setup problems generates 
delays. There are also some potential problems on 
application layer, e.g., non-existing or non-accessible 
resources or problems during SOAP due to incom- 
plete or non-valid XML data (cp. Table I for some 
overall examples). Many of the aforementioned prob- 
lems are already solved in modern Systems. Never- 
theless, the knowledge about them can be used for 
monitoring and deviation handling. 

Table I: Measuring points per protocol layer 

Protocol 
IP 

TCP 

HTTP 

In (Repp et al., 2007a) and (Repp et al., 2007b), 
transport layer Parameters are used to derive met- 
rics and heuristics for performance anomaly detec- 
tion, e.g., the average throughput in bytes per sec- 
ond, the throughput based on a moving average over 

Measuring Point / Parameter 

ICMP mcssages 
Size of advertising window 
Roundtrip time 
Sequence numbers in use 
Flags used in packets 
Information about timers 
Header information 



a given window, or the niimber of gaps in sequence 
numbers based on a moving average over a given win- 
dow size. The aggregation of  single metrics in combi- 
nation with the usage of appropriate thresholds allows 
to build heuristics to detect anomalies. 

The evaluation of different combinations of met- 
rics showed that, e.g., the roundtrip time extracted 
from TCP packets can be used as trend estimate for 
the overall response time of sewices. In combination 
with adequate thresholds, a waming to a deviation 
handling module can be sent before a real problem 
occurs on service level (i.e., application layer). 

5.2 Agent-based distributed monitoring 
and alignment 

For scalable and high-performing sewice monitoring 
and alignment the use o f  distributed monitoring 
mechanisms in combination with cross-layer data is 
crucial. As  a foundation to design and implement 
such mechanisms, I apply the mobile agent paradigm 
to sewice monitoring, where agents take the role 
of monitoring units, capable of  executing coun- 
termeasures in an autonomic manner. Monitoring 
and alignment agents (MAA) are automatically 
created based on a given process description and 
requirements specification and afterwards deployed 
using dedicated distribution mechanisms. 

Generation of monitored workflow instances 
This section will give a short overview about the 
process to automatically generate MAA based on a 
given workflow description and related business re- 
quirements. In my approach, which is already par- 
tially implemented in the AMAS.KOM architecture, 
the generation of  MAA is realised by a transforma- 
tion process, transforming both workflow description 
and business requirements into monitored workflow 
instances. In AMAS.KOM, an existing workflow 
description (e.g., described in WS-BPEL) is anal- 
ysed and modified in order to integrate proxy ser- 
vices for the redirection of service calls to the moni- 
toring and alignment infrastructure and the respective 
MAAs. The approach contains four basic transforma- 
tion steps: 

1. Annotation 

2. Modification and Splitting 

3. Generation 

4. Distribution 

During "Annotation", the description of  a business 
process has to be connected to a specification of  busi- 
ness requirements using a semiautomatic approach. 

Figure 2: Classical centralised monitoring of services 
*L., 

Figure 3: Monitoring of services using distributed MAA 

Policy documents in machine-readable format have 
to be created containing the requirements of the 
com~le t e  workflow. For the s~ecification of both 
requirements and possible reactions to deviations 
from the requirements, the Web Service Requirements 
und Reaction Policy Language (WS-Re2Policy) can 
be used, which is discussed in a later section. In 
the next step "Modification and Splitting", require- 
ments for single sewices are derived by analysing 
the overall requirements. Therefore, QoS-aware 
planning approaches and algorithms are applied to 
generate feasible execution plans, e.g., as discussed 
by (Canfora et al., 2005) and (Berbner et al., 2006). 
During the "Generation" step, MAAs are created 
based on the policy information. Subsequent to their 
generation, the MAAs have to be distributed in the 
infrastructure during the "Distribution" step, based 
on the results of  suitable distribution aleorithms. An 
in-depth discussion of  the single steps is subject of 
(Repp et al., 2008). 

Distribution strategies for MAA 
MAAs are responsible for certain parts of a workflow, 
i.e., single sewices or sub-workflows. MAAs can be 
distributed between sewice providers, requesters, and 
intermediaries based on distribution algonthms. In 
classical monitoring approaches monitoring is mostly 
carried out by every party on its own. From a sewice 
reqiiesters perspective, the only monitoring data avail- 
able is the one gathered in the domain (cp. Figure 2). 
Monitoring using MAA allows the placement of mon- 
itoring iinits at different locations in an infrastructure, 
e.g., after a weak link, i.e., a link with bad QoS char- 
acteristics (cp. Figure 3). Furthermore, the monitor- 
ing and alignment sewices offered by a MAA can be 
shared between different service reqiiesters and can 



also be used in combination with more centralised ap- 
proaches. Here, the overall goal is the improvement 
of scalability, the minimisation of monitoring traffic, 
and the improvement of reaction times in case of de- 
viations. 

The distribution of MAA is the current focus of 
my work. Currently, I am investigating mechanisms 
and algorithms to support both the initial distribution 
of MAA and the continuoiis improvement of their lo- 
cation using agent mobility, cloning, and the fusion 
of agents. Furthermore, adequate delegation mech- 
anisms between agents are under investigation. Both 
will be evaluated using simulation approaches. There- 
fore, I am enhancing the OMNet++ network simulator 
to support my agent based monitoring approach. 

5.3 The Requirements and Reactions 
Policy Language 

In order to generate and distribute MAA a descrip- 
tion of the monitoring requirements is needed, which 
the agent carries during its "journey" in the infras- 
tnichlre. A iimitation of existing requirements ian- 
guages is that they do not support deviation handling 
capabilities, allowing the MAA to react based on a 
given Set of allowed reactions. Therefore, I developed 
the WS-Re2Policy language based on the well known 
WS-Policy language of the W3C. WS-Re2Policy lan- 
guage uses the well-founded Event-Condition-Action 
(ECA) rules paradigm. The elements of the language 
can be mapped to concepts of the ECA paradigm, 
i.e., events are the subjects to monitor, conditions the 
thresholds for monitoring, and actions the reactions to 
deviations. 

Every WS-Re2Policy compliant document has a 
requirements and a reactions part. Requirements can 
be described in any WS-Policy compliant language. 
Reactions are simple, easy to understand and imple- 
mentation independent control constructs. The fol- 
lowing reactions are currently supported: 

Restart of selected services 

Renegotiation of Service Level Agreements 

Replanning of execution plans 

Selection of different sewices based on various 
criteria 

Report results to caller or different third parties 

Interruption of execution 

In addition, different control constructs, e.g., itera- 
tions and sleep, are supported. More details on the 
WS-Re2Policy language can be found in (Repp et al., 
2008). 

5.4 The AMAS-KOM architecture and 
prototype 

In order to integrate the different research contribu- 
tions the AMAS.KOM architeciure has been designed 
and implemented based on current Web sewice stan- 
dards as a proof of concept. 

The architeciure consists of four core components, 
which contain unique functionalities realised by the 
AMAS.KOM architecture. The core components are: 

AMAS Controller: provides the transformation 
logic to create a monitored workflow and create 
service specific policy documents. 

AMAS Repository: used to store policies and 
configurations of overall System and its MAAs. 

Monitoring and Alignment Manager: responsible 
for the generation of MAAs and their distribution. 

Monitoring and Alignment Agents: realised as 
mobile sofhvare agents responsible for the mon- 
itoring and the execution of countermeasures. 
MAAs are extendable by pliig-ins to support vari- 
ous monitoring interfaces, e.g., SNMP. 
The implementation of AMAS.KOM uses the 

JADE agent development framework, enriched by 
Apache Axis to integrate a plethora of different 
Web service standards and related specifications, i.e., 
the Web service description language (WSDL) 1.1, 
SOAP 1.2, and the REST approach as transport 
mechanisms. Furthermore, WS-Policy 1.5 and WS- 
SecurityPolicy 1.1 are supported as policy formats 
as well as WSBPEL 2.0 for the description of work- 
flows. 

6 STATE OF THE ART 

There are various approaches for the monitoring of 
services in distributed workflows. Approaches can be 
divided into centralised and decentralised as well as 
functional and non-functional monitoring approaches. 
Robinson discusses monitoring of functional require- 
ments specified in temporal logic, which are evalu- 
ated in parallel to the workflow execution (Robin- 
son, 2005). The handling of deviations is not sup- 
ported by the approach. Spanoudakis and Mahbub 
also use logical constructs to describe functional mon- 
itoring requirements. In their approach, BPEL4WS 
code is transformed into event calculus for monitoring 
(Spanoudakis and Mahbub, 2006). Also, no siipport 
for the handling of deviations based upon the monitor- 
ing results is offered. (Baresi and Guinea, 2005) dis- 
cuss a monitoring approach, in which monitoring re- 
qiiirements are embedded as pre- and post-conditions 



BPEL. In order to generate a monitored instance of 
the workflow, a BPEL pre-processor is used for the 
extraction of the monitoring requirements. Again, 
no deviation handling is provided by the authors. In 
addition, there are various approaches for monitor- 
ing of non-functional requirements. (Canfora et al., 
2005) describe a conceptual framework for monitor- 
ing of non-functional requirements as well as the re- 
planning of service-based workflows, however, with- 
out any proofof concept. (Schmietendorfet al., 2005) 
focus on monitoring of performance and availability 
by independent third parties, but without support for 
deviation handling. (Berbner et al., 2007) provide 
QoS-aware service selection and replanning of work- 
flows using centralised monitoring of non-functional 
reqiiirements. 

Furthermore, there are different approaches, 
which support decentralised monitoring instead of 
centralised monitoring. Some of them also make use 
of (mobile/software) agent technology for the distri- 
bution of the monitoring logic. An early represen- 
tative from the area of network management is (Zapf 
et al., 1999), in which the authors present an approach 
for network monitoring supporting the integration of 
SNMP into an agent-based architecture. Also for net- 
work management purposes, (Gavalas et al., 1999) 
created a scalable framework based on mobile agents. 
Both network monitoring approaches only support 
monitoring and no deviation handling mechanisms. A 
further representative of agent-based monitonng ap- 
proaches is discussed by (Liotta et al., 2001). In their 
work, Software agents act as area managers responsi- 
bly for certain parts of a network. Instead of assign- 
ing the area at system start-up time, the monitoring 
agents are able to adapt to changes in the underlying 
network infrastructure and therefore move within the 
infrastructure. 

There also exists a vast amount of classical ap- 
proaches for network monitoring with and without ap- 
plicability to Web Services. Therefore, two of those 
representatives are shortly presented.(Gschwind et al., 
2002) describes a performance analysis system focus- 
ing on transactions between Web browsers and Web 
Servers. Here, monitoring is based on HTTP. Also of 
interest is the work of Feldmann, who uses cross-layer 
capturing and analysis ofTCP and HTTP for Web Per- 
formance studies, whose data is derived iising packet 
capiuring (Feldmann, 2000). 

Also in scope of my research are languages to 
speciS, monitonng requirements and reactions to de- 
viations of requirements and therefore adequate re- 
lated work is provided in this paragraph. Baresi et al. 
provide the Web service constraint langiiage support- 

(Baresi et al., 2006). It allows the specification of 
User, provider, and third party requirements in a WS- 
Policy compliant form. Ludwig et al. use WS-Policy 
included in WS-Agreement to speciS, requirements 
(Ludwig et al., 2004). Sen et al. do not use a WS- 
Policy based language. Instead they use past time 
linear temporal logic for the description of monitor- 
ing requirements (Sen et al., 2004). Lazovik et al. 
use proprietary business rules for the specification of 
functional and non-functional requirements (Lazovik 
et al., 2006). 

7 CONCLUSION AND OUTLOOK 

Cross-organisational workflows based on Web service 
technology and the SOA paradigm realising collab- 
orations between enterprises need consequent moni- 
toring in order to fulfil various business requirements. 
Therefore, an integrated monitoring approach for dis- 
tributed service-based workflows is needed, which 
supports both the detection of SLA violations and 
their correction. 

In my research presented in this paper I work to- 
wards such an integrated approach. During my work, 
I contributed or currently contribute the following: 

An approach to generate monitored workflow in- 
stances based on a process description and speci- 
fication of business requirements. 

A policy language for the descnption of moni- 
toring requirements and reactions to deviations of 
business requirements. 

An architecture facilitating mobile Software agent 
technology for distributed monitoring. 

Mechanisms and algorithms for the efficient dis- 
tribution of monitoring units in an infrastructure. 

Especially, the last of the mentioned contribu- 
tion is under strong investigation. Here, different 
approaches are currently investigated, e.g., the def- 
inition and solution of an optimisation problem for 
a cost and response-time efficient initial distribution 
of MAA. Also of importance is the continuoiis en- 
hancement of WS-Re2Policy to natively support var- 
ious QoS requirements. Finally, the enhancement of 
AMAS.KOM with security features as well as its in- 
tegration with the OASIS Web Services Distributed 
Management Standard are also Open issues. 

ing both functional and non-functional requirements 
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