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Abstract. Allowing learners to self-assess their knowledge through ques-
tions is a well-established method to improve learning. However, many
educational texts lack a sufficient amount of questions for self-studying.
Hence, learners read texts passively, and learning becomes inefficient. To
alleviate the lack of questions, educational technologists investigate the
use of automatic question generators. However, the vast majority of au-
tomatic question generation systems consider English input texts only.
Therefore, we propose a simple yet effective multilingual automatic ques-
tion generator based on machine-translation techniques. We investigate
the linguistic and pedagogical quality of the generated questions in a
human evaluation study.

Keywords: Automatic Question Generation · Self-Assessment Tech-
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1 Introduction

Reading is a crucial way of learning. However, readers often do not learn ef-
ficiently with texts, due to possibly misread facts or missing conceptual con-
nections. Thus, reading texts passively is not enough to fully understand the
texts’ content. To help learners understand even difficult texts, actively engag-
ing them is a useful teaching method. Hence, adjunct questions may improve
the learning outcome [1]. However, many texts lack an appropriate amount of
questions needed for efficient learning. State-of-the-art natural language pro-
cessing techniques allow the generation of factual questions on given texts with
minimal manual intervention. They receive a sentence or short paragraph and a
desired answer. Given the inputs, they transform them into an appropriate ques-
tion asking about the desired answer. In education, such Automatic Question
Generators (AQGs) could alleviate the lack of textbook questions by generat-
ing questions on-the-fly, increasing learning efficiency. However, state-of-the-art
neural network-based methods mainly work in English. Hence, in this article,
we would like to address how to transfer an English AQG into other languages
via neural machine translation (NMT). We investigate the linguistic and peda-
gogical qualities of the generated questions and explore the following research
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question (RQ): To what extent can a combination of NMT and AQG be utilized
to generate linguistically and pedagogically sound questions about texts?

2 Related Work

The research field around AQG has recently shifted from rule-based (e.g. [7])
and template-based approaches (e.g. [10]) towards neural network-based mod-
els [5]. The main reason is the superior language generation capabilities of neural
models compared to rule-based models [5]. State-of-the-art systems apply large-
scale language model pre-training before fine-tuning on SQuAD to improve the
general English token prediction capabilities before predicting the task [4]. In
education, the LearningQ [2] and RACE [8] datasets are two large-scale datasets
comprising questions with explicit educational intent. Furthermore, there have
been studies exploring the educational use of neural question generation ap-
proaches in empirical studies [6, 15, 16]. Besides the English language, there also
exist AQGs in other languages. For Japanese, using sequence-to-sequence learn-
ing and classical statistical learning techniques as AQG have been explored on
a small-scale dataset with promising results [12]. Another study uses the over-
generate and rank approach in Chinese, combining a rule-based system with a
statistical ranking in a factual AQG, outperforming the rule-based system [9].
Recently XNLG [3] has been proposed, a multilingual neural language model
pre-trained in fifteen languages. For Chinese, it has been demonstrated that if
XNLG is fine-tuned for AQG on SQuAD, it can generate plausible questions [3].
However, to achieve those results, XNLG was pre-trained using computational
resources often not available to researchers on a large-scale multilingual corpus
[3]. If the corpus does not contain the language target for generation, there is
currently no way to import it into XNLG later. Hence, in such cases, pre-training
needs to be repeated. Consequently, although the multilingual model may be a
good option for some languages, it heavily relies on computational resources and
cannot easily be extended with novel languages later.

3 Approach

The proposed approach combines two NMT models and an AQG model. The
general idea is to start with a text in a source language, translate it to English,
apply the AQG on the translated text, and finally back-translate the result-
ing question. The input consists of small paragraphs written in the source lan-
guage, and the output contains the generated question also written in the source
language. The AQG takes a paragraph and an answer-candidate as input. The
answer-candidate is needed to specify which question we aim to generate. Hence,
before generating with the AQG, an answer-candidate must be selected. While
the answer-candidate selection is an active field of research and multiple methods
exist to detect promising answer-candidates in a text (e.g. [16, 17]), we opt for
a relatively simple approach for our initial experiments. We extract the longest
noun phrase in the paragraph, expecting that it carries the most information
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in the small paragraphs. Having the answer-candidate and input sentence, we
translate them into English using the WMT19 NMT model by Ng et al. [11].
The NMT model consists of transformer-based neural architecture that is trained
in large-scale on filtered parallel corpora. It is built on top of the open-source
FAIRSEQ sequence modelling toolkit and is developed to be used in research and
production [13]. The neural AQG employed in our work is UNILM by Dong et
al. [4]. The UNILM model consists of a transformer-network that is pre-trained
on a large corpus using multi-task learning with different sequence masks [4].

4 Empirical Evaluation

The evaluation study comprises two human annotators with a background in
educational sciences, annotating 80 generated questions in random order. The
questions are generated for 48 educational texts, written by teachers based on
Wikipedia articles, as first used by Rdian et al. [14]. We randomly select 26
texts with a total of 80 questions from the initial 48 articles. The dataset has
question-worthy sentences in the texts already marked by educational experts.
During data annotation, annotators apply the hierarchical scheme by Horbach
et al. [6]. We achieve a average Krippendorff’s α = 0.35 over the nine categories.

An overview of the results in the levels of the annotations scheme is given
in Figure 1. We report the results relative to the remaining questions and to all
questions, since some questions will not be annotated fully, due to the hierarchi-
cal nature of the evaluation scheme. Hence the reported metrics have the form in
the form Relative% ( All%). The provided percentages are averaged over the two
annotators and it is important to notice that the bars are relative to the remain-
ing questions in an evaluation level and not to all questions. In total, 88% of the
questions are rated as semantically meaningful and understandable. The remain-
ing 12% are rated as not understandable. We found 93%(82%) of the questions
to be related to the texts’ domains, and 97%(85%) of the questions to be free of
language-errors. The most problematic factor on the second level was the clarity
of the generated questions with: clear 52%(46%), more or less clear 32%(28%)
and not clear 16%(14%). The majority of questions is answerable 80%(59%)
with only 20%(15%) being unanswerable. Furthermore 63%(46%) of questions
are accepted without rephrasing whereas 37%(27%) should be rephrased. The
questions usually ask for information directly given in one position of the text
62%(35%) or in multiple positions in the text 36%(21%). Using additional exter-
nal knowledge is only rarely needed 2%(1%). The information inquired is central
in 82%(48%) and not central in 18%(11%). Finally, 43%(25%) of the questions
would be used, 32%(19%) would maybe be used and 26%(15%) would not be
used in an educational setting according to our experts.

5 Conclusion

In regard to our research question, the results highlight the important properties
of the generated questions. First, the syntactic linguistic quality of the generated
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Fig. 1. The results obtained in the evaluation study. The N indicates how many ques-
tions where remaining for the bar plot of the given evaluation item.

questions is high. The majority is understandable and free of language-errors. A
look in the data suggests that the incomprehensible questions often stem from a
faulty translation of domain terminology. Second, the semantic linguistic qual-
ity, the clarity of questions seems to be of concern. Although the questions were
mainly answerable and domain-related, annotators found them often to be only
more or less clear. In terms of the pedagogical quality, we are able to generate
central factual questions aiming directly at the knowledge stated in the text
in roughly 50% of all inputs. Our annotators report that they may use around
34% of all generated questions in an educational setting. Consequently, we con-
clude the approach generated too many pedagogically unimportant questions to
give them directly to learners. Currently, we only applied basic answer selection
and did not use any question re-ranking method. Related work has shown that
answer selection [16] or question ranking [9] may influence the output quality
significantly. In future work, we will thus explore these methods. Given sufficient
question quality, the approach could then be used to recommend questions to
a respective passage to a teacher. The teacher quickly evaluates which of them
make sense and marks the good ones as additional self-assessment material with
the click of a button.
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