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Abstract—Decentralized monitoring mechanisms enable ob- monitoring mechanisms can be evaluated and compared in a
taining a global view on different attributes and the state ¢ reproducible and unbiased way. Furthermore, our benctsnark
Peer-to-Peer systems. Therefore, such mechanisms are eg&@ .54 pe applied to tune the parameter setting of a system to

for managing and optimizing Peer-to-Peer systems. Nonetless, . - . . . .
when deciding on an appropriate mechanism, system desigrer identify an optimal configuration for a particular workload

are faced with a major challenge. Comparing different exising chrlario. _
monitoring mechanisms is complex because evaluation mettio (ii) To exemplify our methodology, we present a case study

ologies differ widely. To overcome this challenge and to adéve and discuss the benchmarking results of three monitoring
a fair evaluation and comparison, we present a set of dedicatl approaches (a gossip-based and tree-based approach as well

benchmarks for monitoring mechanisms. These benchmarks imol tralized h f Th
evaluate relevant functional and non-functional requirements as a simple centralized approach as reference). Thus, we are

of monitoring mechanisms using appropriate workloads and Not interested in declaring one approach “better” or “wbrse
metrics. We demonstrate the feasibility and expressivenssof than another as denoted by Rhea et al. [19], but in showing the

our benchmarks by evaluating and comparing three different applicability and expressiveness of our presented bendtsma

momﬁongg mechanisms and highlighting their performanceand  Thg rest of this paper is structured as follows: Section II

overhead. provides the background on decentralized P2P monitoring
. INTRODUCTION mechanisms followed by Section Il presenting our bench-

In the last decade, monitoring of Peer-to-Peer (P2P) S)gteﬁ\arking methodology. The benchmarking results are predent

has gained much research interest resulting in a plethdfaSection IV. Subsequently, we discuss related work in
of different monitoring approaches, each providing dfer Section V, summarize this paper in Section VI and give an
performance characteristics. All approaches have in coRtlook on future work.

mon, thgt they reveal general _insights about t_he_ network Il. DECENTRALIZED MONITORING
and.a.pphcatlon [24], or summarize the characteristicshef t MECHANISMS

participants [7].

Given the multitude of existing solutions, a fair companiso
between several solutions is hard to achieve, if not imjbdessi
This lack of comparability results from the widely diffegn . ? . : N
evaluation methodology for decentralized monitoring mchmdspensab_le to understand, wh|ch functionality 1S F’""’“
nisms: (i) although designed for the same purpose with a'rmilby the considered class of mechanisms, because it influences

A 9 9 Me purpo: the identification of the relevant non-functional requiests
functionality, the addressed non-functional requireraasatry, . . ;
for this class. Based on these requirements, the different

(||)_the a_pplled_workl_oads 0 evaIuatc_e_the quallt_y_ of a MeCl enchmarks can be defined, as outlined in Subsection IlI-A.
anism differ widely in their composition, and (iii) diffené

metrics are used to quantify the quality of the system. Moreover, the offered functionality serves to design aerint

X o face for the class of mechanisms to access and execute the

To overcome this lack of comparability, we present the : .

. S relevant operations during a benchmark.
following contributions:

(i) We identify the relevant non-functional requiremerds f A. Functional Description
decentralized monitoring mechanisms for P2P systems, such\ yecentralized monitoring mechanism [12], [16], [23]
as scalability and robustness. Given these requirememis,_[\g4] gathers different types of data from the whole system
propose a set of benchmarks that investigate how decezttaliy, yssess and calculate tigtobal stateof the system and
monitoring mechanisms meet these non-functional requirgs participants. The information to collect is represeney
ments. Therefore, each developed benchmark consists of gn@gt of attributes measured by every participating peer.
or several workloads, which evaluate a specific non-funetio hehending on the focus of a monitoring mechanism, the

requirement by a predefined set of appropriate metrics.Basgihered attributes range from the transmitted traffic,[a82r
on the provided benchmarks, the quality of decentralized

In this section, we give a brief overview on decentralized
monitoring mechanisms highlighting their offered funatio
ality and composition. For the design of benchmarks, it is
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application-related information [23], to the user and tifzed b) Data Collection: This component sketches how mon-
communication device [7]. itored data is exchanged. Typically, gossip-based mangor
Due to the large number of users, the transmission of thpproaches actively send data to neighboring peers [1s], al
measured attributes and its subsequent collection at onedenoted apush If the message sent triggers the transmission
several data sinks results in a high amount of data, congumaf an answer at the receiver, the gossip-based approadesppl
a considerable amount of bandwidth resources in the systgrash-pultbased data collection [11]. Tree-based approaches
Existing approaches, therefore, apply aggregation of theiim can decide to eithepush data [7] or to alternativelypull
tored attributes to compress the size of the data and to bavedata from neighbors [16], [18]. To trigger the collection of
bandwidth of the participating peers. Using this aggregati measured data, monitoring mechanisms rely on a periodic or
a monitoring mechanism calculates the so-cafitabal view event-based collection. For the latter case, the actiyatirent
of a monitored attribute, which can be subsequently usedrtay be, for example, (i) a newly measured value of an ateibut
deduce the aforementioned global state of the whole systeaha peer, (ii) a query for the global view of an attributd) @i
Typical aggregates that are used for the calculation of bajlo the attempt of the system to generate a snapshot of an &tribu
view cover functions, such as minimum, maximum, sunat a certain point in time.
average, or standard deviation [3], [16]. After the compata ¢) Result DisseminationThis component highlights the
of a global view for a set of aggregates, each participatery p possibilities to disseminate the global view of the morstbr
in a P2P system can retrieve the newly created informatiorattributes. The existing strategies comppseactiveandreac-
. L tive result dissemination. While proactive disseminationgran
B. Architectural Description mits the created global view to all or only a subset of peers,
In the following, we present the architecture of a decentraeactive dissemination sends the global view of attributes
ized monitoring mechanism, which provides the previouslymy to requesting peers. Tree-based monitoring apprmche
mentioned functionality. We sketch how a decentralized mogjlow choosing between the different dissemination stjiate
itoring mechanism is composed and integrated into a P@fiereas proactive dissemination is implicitly integraied

system. In contrast to the functional description, the infogossip-based monitoring, due to the push-based collecfion
mation about a mechanism’s composition is not mandatogyta.

for the design of benchmarks, because we evaluate the whole
mechanism and do not study the impact of internal components I1l. B ENCHMARKING DECENTRALIZED
on the overall behavior. The overview, however, justifies th MONITORING MECHANISMS
choice of a tree- and gossip-based approach for the casge studn this section, we describe the design of our benchmarks,
in Section 1V, because it becomes apparent that the topologlgich will be used for the comparison of the different mon-
mainly influences the behavior of the monitoring mechanisrtoring mechanisms in our case study. The designing process
In the following, we present the three basic componentsyevdor a particular benchmark consists of the following three
monitoring mechanism can be reduced to. aspects: (i) The system specification provides the basis for
a) Topology Construction and Maintenancén litera- the definition of benchmarks (Section IlI-A). It illustrat¢he
ture, trees[16], [24] andmesheg11], [12] constitute the two functional and non-functional requirements, each systas h
prominent topologies for a decentralized monitoring mechto fulfill. (i) Given the requirements, appropriate worklb
nism. Within a tree topology, information is only exchangedchemes to benchmark a system are identified (Section llI-B)
between children and parents. Within a mesh topology, one(@r To quantify the obtained results of an applied worldoa
several neighbors are randomly chosen to exchange madhitoset of metrics is created (Section I1I-C). Finally, SectldrD
information [5]. This results igossip-basedommunication, outlines the combination of the three mandatory aspectaén o
which is often used as a synonym when describing tloe several benchmarks.
communication within mesh-based monitoring mechanism&. S Specificati
Furthermore, there are several hybrid approaches, congpini™ ystem Specification
gossip-based aggregation in trees [23] or creating trees ofour system under test (SUT) consists of a decentralized
mesh-based networks [2], [18]. monitoring mechanism, which is set up on top of a P2P
The topology maintenance depends on the network envirgiystem. To benchmark the SUT, it provides an interface to
ment and its network topology. Monitoring approaches that a@pply different workloads on the system and to measure the
deployed in static and structured environments, such asein Produced results. In case that the class of mechanisms being
area of gnd computing [18]' neaviiy differ from approacnegencnmarked does not provide a predefined interface, it must
for autonomous systems with highly dynamic users. TH¥ derived based on the functional requirements of thasclas
herein considered mechanisms for P2P systems must activElycover a wide range of existing approaches, the common
maintain the monitoring topology and additionally manaue t functionality must be carefully analyzed and merged in a set
arrival and departure of peers [1], [2]. Therefore, they rePf methods within the interface.

on additional mechanisms, such as Distributed Hash TablePue to the fact that neither an interface nor the provided
(DHT) or membership protocols [10]. functionality of a decentralized monitoring mechanisnpss

ified, we examined existing approaches to highlight the key



aspects. As outlined in Section Il, a decentralized moimitpr tem in the presence of external and unpredictable events.
mechanism calculates and provides the global view for afset o  These events mainly comprise massive fluctuations of

attributes. For that reason, each participant locally nnesss participants due to, e.g., a network collapse or flash crowd
and stores the specified attributes for the overall cobhecti behavior.

When the collection process is finished, the global view of « Stability characterizes the ability of a decentralized mon-

attributes can be retrieved by the participating peerse@as itoring mechanism to deal with the random behavior of

this description, the common functionality of a decennexi autonomous peers in a P2P system. We consider the
monitoring mechanism can be defined within the following random behavior in terms of churn, which describes the
interface. varying frequency of arriving and leaving peers.

o setlLocal Val ue(String name, double The identified non-functional requirements can be divided
val ue) stores a locally measured value of armnto two classes of quality aspects. On the one hand, there
attribute for the latter collection. are quality aspects, such as performance, costs, and fair-

e« getd obal ViewOr Attri butes() returns the ness, which can be quantified by metrics. Based on these
global view of all monitored attributes. metrics, it is possible to estimate if a mechanism meets

Every monitoring approach, app|y|ng our benchmarks, mdﬁese requirements. In contrast, the second class of }qualit
provide this functionality and implement the specified ifgsee  @spects cannot directly be assessed by individual mebits,
in order to be evaluated or compared to another solutions THE dquantifiable by metrics, which are related to the first<las
to apply the different workloads and to measure the producetiquality aspects. Instead, the second class of qualitgasp
results, the resulting interface of the SUT is located aheagharacterizes the properties of a workload.
peer, which participates and monitors the system. B. Workloads

Besides the architecture and the design of the interfacer . i o )
the system specification also outlines the non-functiopal r FO" benchmarking decentralized monitoring mechanisms,

quirements of a system. Therefore, we identified the folloW’® elaborated several workloads to address the identified
ing quality aspectsrepresenting the relevant non-functionaflu@lity aspects. These workloads are applied on the SUT,
requirements of decentralized monitoring mechanismss@hdvhile the participating peers perform their tasks and measu
requirements build the basis for the subsequent identiizat® Set of predefined attributes. Using the captured attspute
of workloads and metrics. the monitoring mechanism calculates the global view foheac
« Performance characterizes the quality of the provided'jl _ttrlbu_te, as des_crlbed in Section II-A. Afterwar_ds, thl's_@l
functionality of a mechanism. In the context of monitors. o" 'S disseminated to the peers. To examine validity of
ing, we divide performance i.ntualidity and timeliness & monitoring mechgnisr_n under the specified workloads, the
With validity, we address the accuracy of the delivere@easured global view is compared tolthe so-gattedect
lobal view In contrast to the global view obtained by the

results, which can be characterized through the differenge -2 V ) . .
X monitoring mechanism, the correct global view of an attiébu

between the measured and the actual global view of an .
IS calculated based on a snapshot of the system at a certain

attribute. Since the provisioning of correct information oint in time. Except for the peer count of a monitoring

is the primary function of a decentralized monitorin . .
. - “nechanism, we do not measure common system attributes
mechanism, validity represents a central aspect. Besides

the delivery of correct results, timeliness covers the eisp €.9., network traffic or number of messages) nor domain-

o . Specific attributes (e.g., lookup-rates or file-downloamtife-
how fast the monitoring mechanism captures the glob . . :
. : : o .~ 2.""Sharing systems) to evaluate validity. Instead, the peers i
view and how fast it can deliver or distribute this view

. our benchmark obtain their monitored values fronvalue
in the system.

. Costscomprise the communication or computation OVelgeneratoras presented by Graffi [6]. This generator calculates

g . a new value for each monitoring peer based on the current
head produced by the monitoring mechanism to perfor : !
. . . ime and on the defined function. Afterwards, the calculated
its task with a certain performance.

. . lobal view is compared with the actual value retrieved from
« Faimess can be evaluated with respect to performan(%e value generator to assess the validity of the monitorin
and costs. On the one hand, a fair system should offer t 9 y 9

e .
. . ; meéechanism.

same access to the provided services and avoid starvin . . .

. o he value generator facilitates a more detailed analysis,
peers. On the other hand, a fair system should distribyte : . . - :
. €cause we can define functions with differing complexity,
the operational costs that peers are not overloaded, which refer to constant or highly varying attributes. It is
« Scalability refers to the ability of a monitoring mech- gnly ying ;

. . ossible to design individual functions that exhibit dedir
anism to preserve its performance at reasonable co

oo : L characteristics, such as steep slopes or periodicity,derao
while increasing the number of participating nodes or . . o o

: . estimate to which extent a monitoring mechanism is able to
monitored attributes. A threshold for acceptable per-

formance or costs must be defined by the applicati gapture a varying .S|gnal._ For e>.<amp_le, Itis casier to captur
: e values of a slightly increasing linear function than of a

scenario. . :

sine or a rectangular function. Moreover, the value geperat

« Robustnesdleals with the behavior of the whole P2P sys- o . .
Improves the comparability of results in terms of validity.



2 [ Symbol | Description |
1.9 I\ I\ I\ I\ I\ I‘ T The set of time samples
18 ’ \ ’ ’ \ ’ ’ \ ’ P(t) The set of online peers at timec T
) 1'7 \ ’ ‘ ’ ‘ ’ \ A(t) The set of attributes being monitored at tirhe
5 v ‘ \ Xm(a,t,p) The measuredylobal aggregateX of an attribute
g 16 a € A(t) at timet € T available at a peep €
g 15 | P(t)
£ 14 Xc(a,t) The correct global aggregateX of an attribute
2 13 \ , \ , ‘ a € A(t), which is calculated based on a snapshot
< ., \ ’ \ ‘ ’ ‘ of the system at time¢ € T
' | 1] | 1] | 1 Tmin(X (@, t, p)) The time of the oldest sample being included into
11 V \I U \I an aggregate
1 0 20 40 60 80 100 120 140 160 180 Tmax(X (a, t,p)) The time of the most recent sample being included
Ti ) into an aggregate
me [min] Atagg(X(a, t,p)) The aggregation time considers all included valyes
. . . . . . for a global view and is calculated as
Figure 1. Sine reference signal with a period of 30min. Atagg X (a,1,D)) = Tmax — Tmin
Atprop(X (a, t,p)) The propagation time for a global aggregate frgm
a data sink to a peer
The monitored values of a function are independent from theMtrea(X(a, %, 1)) Thte time to answer a request for a global aggre-
. . . L ate
enclosing P2P system (e.g., P2P file-sharing applicatind) a g

current workload scenario (e.g., churn), thus, the valvesat LisTor MATHTEa“;’L?I'(:AL SYMBOLS
biased. In order to evaluate validity within our benchmarks
we implement a sine function, as displayed in Figure 1.
Besides this function for the value generator, we propose a
set of workloads. These workloads are not applicationtedla g) Increasing number of attributesin this workload

but synthetic workloads. They are domain-specific and modglenario, we investigate scalability of a monitoring mexsm
typical scenarios that are common for P2P system, suchigs scaling the amount of transmitted and processed data.
churn or an increasing number of peers. We decided to apRl denote this type of scalability agrtical scalability The
synthetic workloads (i) to provide application-indepentde workload consists of several runs. For each run, we increase
results and (ii) to stress a system regarding a particulgde number of monitored attributes, which results in a highe
isolated quality aspect. amount of transmitted and processed data.

d) Baseline: The baseline workload represents ideal-  h) |ncreasing number of peerdwith the linear increase
ized conditions and provides insights on the behavior of thg peers in the system, this workload investigates anogper t
monitoring mechanism under these conditions. In cont@st df scalability of a monitoring mechanism, which we denote as
the remaining workloads, this workload does neither inelughorizontal scalability In contrast to the previously described
message loss, which is enabled for the rest of workloads, Rgérkload, which addresses vertical scalability, this vioaki

consider churn, which is addressed in a separate worklogghreases the number of peers to an upper bound during one
Moreover, other workload parameters, such as the numberr@h and not during several runs.

peers or the amount of monitored attributes, are fixed during _

this workload. This results in a static workload scenarithwi C- Metrics

a fixed number of peers and perfect network conditions. In this subsection, we introduce the metrics being measured
e) Churn: In this workload scenario, we evaluate stabilto evaluate a decentralized monitoring mechanism. In cxaler

ity of a monitoring mechanism in the presence of churn. Agescribe the metrics below, we use the set of symbols shown

underlying model, we employ an exponential churn modeh Table I.

which assumes an exponentially distributed mean sessien ti 1) Per peer metrics:The following metrics are measured

per peer. The workload consists of several runs, which model a per peer basis for each participant of the P2P system.

the peers with different mean session times per run. They can be mapped onto the quality aspects performance
f) Massive join/crash:The massive join workload con-and costs.

sists of one run. During this run, we assume that a predefined

fraction of new peers simultaneously joins the system. With Performance Metrics:

the context of a massive crash, the workload consists of & ., X(a,t,p)) denotes the staleness or age of an ag-

single run as well and covers the ungraceful departure of a gregate in seconds, observed at ppee P(t) and is
predefined fraction of peers. These workloads evaluate the ¢glculated as

robustness of a decentralized monitoring mechanism, since

has to deal with a sudden change in the system state as well tstaid X (a, £, p)) = Atagg+ Atprop + Alreq

as in the amount of peers. For both workloads, one has to, ex(a,t,p) represents the relative monitoring error in
differentiate between a collapse of the monitoring mecérani percent for an aggregat§ of on attributea € A(t) at
due to the breakdown of the whole P2P system or due to the

inability of the monitoring mechanism to reorganize itself



eer P(t) at timet € T and is defined as: 32
peerp € P(t) € é A 4.
Xm 7ta - Xc 7t o >
ex(a,t,p) = [Xm(a,t, p) (a,4)] * 100% 2% R
Xc(a, t) 2 "
. r\\‘ [ B
Cost Metric: o 5
« [(t,p) represents the total traffic iléf at peerp € P(t) ‘0" 1
at timet € 7'. It comprises the up- and download traffic 1,000 o
and is calculated as follows: 3
1(t,p) = lup(t l t i '
(t,p) = lup(t, p) + laown(t, p) Y — J>T|me [min]

2) Global Metrics: Based on the per peer metrics the 60min 20min 180min Workload
. . . Join Stabilize & Measurement
following global metrics can be calculated:

o The mean of a metriac over the set of peers at timeFigure 2. Schematic drawing of the schemes for varying tmelrar of peers:
teT: (1) constant number of peers, (2) massive join, (3) massaeel, (4) linear

_ 1 increase, and (5) regular churn.
z(t) = Pl Z z(p,t).

peP
« The mean of a metric over the set of time samples pemworkload consists of three runs and covers scenarios with 10
peerp € P: 100, and 1,000 attributes, which are monitored by the system
#(p) = 1 Z z(p,t). c) Stability Benchmarkfor investigating the stability of
T Py ’ the system, we apply the workload fohurn The workload

consists of three runs, which model peers with a mean session

time of 60, 30, and 15min. With the increasing frequency of

7= 1 Z Z z(p,t). arriving and leaving peers per run, this workload examihes t
TP teT peP stability of a decentralized monitoring mechanism.

d) Robustness Benchmarka the robustness benchmark,

o o we investigate the system behavior in two different scesari
Having introduced the system specification, workloads, agglfined by themassive joinand massive crashworkloads.

metrics, we presenf[ the benchmark implementation. This ifye |00k at the system behavior when (i) 50% of the peers
plementation combines the three components and createsdfigiraneously leave and (i) 100% new peers simultangousl
dlﬁerent benchmarks to evaluat_e the _SUT. We have denvgjn the system. We consider a system to be robust if these
four different benchmarks that investigate and evalua® thetrics reach predefined levels after a crash or a massive joi
system in a baseline, robustness, stability, and scalabiliypile the levels must be defined by the application scenario
benchmark. Before presenting all benchmarks, we desdréoe {, \vhich the particular monitoring approach should be used,

basis for each benchmark, which consists of three differegt, restrict the evaluation of robustness to a comparisoheof t
phases as shown in Figure 2: (i) the setup phase of 60mipae gifferent systems.

in which 1,000 peers join the system, (ii) the stabilization

phase of additional 20min, which ensures that the whole P2P IV. BENCHMARKING RESULTS

system is set up correctly and stable, and (jii) a workloadl an |n order to evaluate our benchmarks, we chose three

measurement phase of 180min, where the different worklogiferent monitoring mechanisms and implemented them in

schemes are applied and where the benchmarking metricstage P2P simulation framework PeerfactSim.KOM [21]. We

captured. benchmarked all three systems using the previously defined
a) Baseline BenchmarkThe baseline benchmark pro-henchmarks. Before presenting the results for each bem&hma

vides insights on performance and costs in an idealizg@d outlining the most important conclusions, Subsect6A |

environment without message loss or peer churn. Using t§¢mmarizes the simulation setup and details the three nhose
baselineworkload, this benchmark represents a reference fgonitoring mechanisms.

the remaining benchmarks regarding (i) the examined qualit )
aspects of a particular monitoring mechanism as well as (fl Simulation Setup
the comparison between the different monitoring mechasism We simulate each of the three monitoring mechanisms on
b) Scalability BenchmarkTo examine the scalability of top of a Chord overlay [22], since the tree-based approach
a decentralized monitoring mechanism, we divide scatgbilirequires a DHT to build its monitoring topology. Out of
into horizontal and vertical scalability. Horizontal sability the four presented benchmarks, each benchmark is simulated
is benchmarked by the workload with amcreasing number with its corresponding workloads and metrics. During the
of peers Within this workload the number of peers is linearlyworkload phase, which lasts 180min (cf. Subsection IlI-D),
increased from 1,000 to 10,000 peers during the workload awe periodically measure the produced data of the simulation
measurement phase. In contrast, the workload witinereas- with an interval of a minute. The data comprises the produced
ing number of attributedbenchmarks vertical scalability. Theresults of the monitoring mechanism and the traffic of the

o The total mean of a metric:

D. Benchmark Implementation



whole system, including the overlay as well. After sketchin_ 3 Trée —— ] 08 Trée ——
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ogy constitutes the main decision criterion for a monitgrin@) CDF of the mean relative moni- (b) CDF of the mean relative moni-
mechanism, as outlined by Makhloufi et al. [17]. Thereforéoring error for the sine function toring error for the peer count

we select two decentralized monitoring approaches, which ; : 1 —
. . . . . 0.9 . 0.9 ~
rely on different topologies, while their mechanisms fotadas - o8 //
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collection and result dissemination are similar. Dataeggibn  § °7 /

0.6

and result dissemination are part of the discussion forréutl 2%

/
/
/

Cumulative Fraction

0.6
0.5
0.4
0.3
0.2

work (cf. Section VI). For the benchmark, we selected (i) & o2 S i
tree-based approach, (ii) a gossip-based approach, ahd ‘(ii o1 Fonoossip —— 1 o1 / / Contossip ——
a centralized monitoring solution as reference, which are o 200 400 600 80 1000 0 0102 0304 0506 07 08
detailed in the fO”OWin Mean Staleness [s] Mean Traffic [kB/s]

9. (c) CDF of the mean staleness (d) CDF of the mean traffic

1) A Tree-Based Monitoring Mechanisrithe monitoring
mechanism, introduced by Graffi et al. [7], relies on thEigure 3. Per peer results for performance and costs, mehsluring the
lookup-functionality of the underlying DHT to build its e Paseline workload.
topology based on the given peer IDs. Using the created

topology, every participating peer, either leaf or inned@®f  yiqeminates the computed global view to all peers in the
the tree, periodically sends its set of attributes towandgdot, system, resulting in a proactive result dissemination.ilgirto

Wh.ICh calculgtes the global view of all mqmtored attrllb.ute the tree-based approach, we set both update intervals to 60s
This results in a push-based data collect|o_n mechz_imsm. m'the following evaluation, the statistics of the central
multaneously, the root regularly sends the information oW, 00 represent an optimal monitoring solution andeserv
the tree to every inner node and leaf, leading to a proactiyg' \eference. Therefore, we mainly detail the comparison of
result dissemination. We set both update intervals 0 60S @3 gecentralized solutions and only refer to the centeliz

proposed by Graffi et al. [7]', ) approach where appropriate.
2) A Mesh-Based Monitoring Mechanisrmo evaluate our

benchmark on mesh-based systems, this subsection damils®. Baseline Benchmark

approach by Jelasity et al. [11], which relies on gossiedas we first study the performance and costs of the different
communication to monitor the P2P system. For this type gpproaches under idealized conditions within the baseline
communication, the underlying overlay network must onljenchmark. Starting with performance in terms of validity,
allow for the retrieval of neighbors to periodically comnin Figure 3(a) and 3(b) show the cumulative fraction of the mean
cate_wit_h a random_ly chqs_en subse_t of t_hem. The 'T_‘esh'baﬁélgtive monitoring error per peer averaged over a simsati
monitoring mechanism divides the time irgpochswhich in - genoted as,.,(a, , p). Both plots outline that the tree-based
turn consist of a predefllned amoqntccyfclesto calculate the apnr0ach outperforms the gossip-based approach and is term
global view of the monitored attributes. We set the amougf the relative error for the peer count even catches up with
of cycles per epoch to 30 with a cycle length of 10s, whiche centralized approach. Although, each mechanism istable
correspond to the values indicated by Jelasity et al. [Tilfhé capture the total amount of peers, the gossip-based agproac
beginning of a new epoch, every participating peer measugggibits a small deviation. Dealing with fairmess, every-pa
its attributes and periodically sends the current vz?\luea tOticipating peer of the gossip-based approach is provided wi
randomly chosen neighbor. Through the aggregation of thesimilar monitoring error. Contrary to this, the error oéth
measured attributes at each peer, the values converge to{Bg_pased approach is spread over a larger interval, dite to

average at the end of_an epoch. Besides periodically pushifi@rarchical topology and the stepwise data propagatiomdo
the own data to a neighbor, every peer that receives sucla tree.

message, replies to this message with its own data. Thus, thggnsidering the mean staleness per ptearé(ﬁ@,t,p)),

system implements push-pull-basedlata propagation. as displayed in Figure 3(c), we observe that the tree-bgsed a
3) A Centralized Monitoring Approachtn order to have proach only partially outperforms the gossip-based apgtoa

a reference for decentralized monitoring mechanisms, Wgcause a larger fraction of peers obtains older results in

implemented a centralized monitoring approach, which ts s&ntrast to the gossip-based approach. This results in a mea

up on top of the overlay. All participating peers of the cahtr stajeness of 462s for the gossip-based and 501s for the tree-

ized monitoring mechanism periodically push their measurgaseq approach. The obtained results for staleness lehé to t

attributes to a central server, which calculates the gloleaV  jnteresting finding that the provided validity of the treased
of the monitored attributes. Afterwards, the server prigabt
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approach is slightly higher than of the gossip-based amproa
whereas the staleness does not support this trend. Deaﬁ@ﬁ
with the distribution of staleness among the peers, the same
characteristics as for the previously presented erroriloigion
in Figure 3(a) can be observed. This results from the fact that the dynamic and growing syste
Considering the costs of a peer in terms of the mean toffs a higher impact on the tree than on the mesh topology. Due
traffic I(t, p) (Figure 3(d)), the produced communication oveto the arrival of new peers, the continuous reorganizatfdhe
head of the tree-based approach nearly reaches the minimugnitoring tree delays the result calculation and dissation,
overhead of the centralized approach. In contrast, the trécause the data remains longer in tree. In contrast, wevabse
based approach does not evenly balance the load amongdhgnaller impact on the mesh topology, because the arrival of
peers. The gossip-based approach produces the highdist trakw peers does not require a reorganization of the underlyin
due to a shorter update frequency of the mechanism. Compaggsblogy. Instead, new peers can be inserted anywherehiato t
to the other monitoring approaches, the distribution oft€osmesh.
is even worse, because the traffic depends on the amount dfigure 4(b) outlines the results for the mean staleness
neighbors in the network, which differs among the peers ang,{ X (a,¢,p)) and confirms the previous statements re-
is not limited as for the tree-based and centralized approagarding the mean monitoring error for the reference signal.
Due to the reorganization and the resulting delay, the tree-
] _based approach exhibits a higher mean staleness of results
At first, we study performance and costs of the consigiih values up to 967s, whereas the gossip-based approach

ered monitoring mechanisms during therizontal scalability performs better, but exhibits highly fluctuating values,ickh
workload Looking at validity, displayed in Figure 4(a), Weyary between 146s and 805s.

notice that the tree-based monitoring mechanism produces &, contrast to the results for the mean error of the mon-
higher mean erraf,., (a, ¢, p) than the gossip-based approachygred function, the drawn conclusion does not hold for the

re 6. Per peer results for performance and costs, neghsluring the
cal scalability workload.

C. Scalability Benchmark
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Figure 7. Per peer results for performance and costs, nmeshsiuring the churn workload.

monitored number of peers. Figure 5 shows that the tre%— 3000 "Gossip Tomin -
based approach outperforms the gossip-based approaain whg °%° Gossip domin -
exhibits considerable outliers. The opposed outcome imger iggg i : Reference Signal
of the peer count originates from the underlying peer caowgnti 2 1000

procedure of the considered gossip-based approach. @ontr@ soo

to the measurement of other attributes, e.g., the reference ©
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signal, peer counting is more susceptible to the dynamic of Time [min]
the system. 1400 : —
Dealing with the mean total traffi{¢, p) (Figure 4(c)), we g 1200 Tree 3omin 1

. . . 1000 i
observe a similar trend as for the baseline benchmark. Whife 500 [$= Reference Sonal ]

the tree-based approach nearly produces as less traffieas jgh 600

centralized approach, the gossip-based approach causes %h ‘2‘88

highest amount of traffic. However, it becomes apparent that

both decentralized monitoring approaches scale well wigh t

increasing number of peers. _ . _ _

Next, we study the results for theertical scalability work- Eé%‘;:gnsiimgcé‘;al'g” Ség,“;”n'fjo%eg r?#nﬂ?:sr of peers over time withean peer

load. The plots show the truncated mean after discarding the

values, which are below the 10- and above the 90-percentile.

For each mechanism, Figure 6(d) shows that the total traffic .

per peer increases with the growing number of monitordd Stability Benchmark

attributes. While the mean relative monitoring error foe th Examining the different monitoring approaches with respec

sine function in Figure 6(a) still indicates that the decalized to stability, we start with the evaluation of performance.

alternatives are able to handle the increased traffic, thenmd-igure 8 shows the monitored number of peers averaged

relative error for the peer count (cf. Figure 6(b)) as welttess over all currently participating peers in the system. We tomi

mean staleness of the provided results (cf. Figure 6(c)ineut the outcome of the centralized approach, since the results

contrary results. In terms of the peer count error, the Ugpderare accurate and do not significantly differ for the différen

ing procedure for the peer count of the gossip-based apiprositean session lengths. Instead, we plot the results for the

reveals again its weakness in the presence of dynamic dwg decentralized approaches dependent on the mean session

unreliable environments. Although there are several pattime. Based on the displayed results, it becomes apparent

between two peers inside a mesh, whereby bottlenecks, stiuht the tree-based approach suffers from the increasiag pe

as overloaded or slow peers, can be bypassed, the peer cluatuations, because it cannot handle the resulting dymami

procedure does not benefit from the mesh topology. Dealin§ the P2P system and degrades in terms of the provided

with staleness, the age of the provided results of the tesed performance. In contrast, the gossip-based approach rasnag

approach significantly increases with a growing number e increasing dynamic of the system in a better way. Altoug

attributes. The reason for the degrading performance imgerexhibiting some outliers, whose occurrences increase aith

of timeliness originates from the underlying tree-topglolj decreasing mean session time, the gossip-based approach is

a path from the root to a sub-tree, or the other way round,dgpable of monitoring the current number of peers in the

congested, the information cannot be forwarded. It resadessystem.

an inner node, leading to a bottleneck in the tree topology. A similar trend can also be observed, when looking at
performance of the tree-based approach in terms of validity
and timeliness. Figure 7(a) and 7(b) show an increase of the

80 100 120 140 160 180 200 220 240 260
Time [min]
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Figure 10. Actual vs. monitored number of peers over timeindguthe Figure 11. Actual vs. monitored number of peers over timeinguthe
massive crash workload. massive join workload.

—

mean relative monitoring errat,,,(a,t,p) as well as of the .
mean staleness of resutggae(X/(Z‘t ), whereas the gossip_ongmates from the collapse of the underlying Chord owerla
: b))y The monitoring topology cannot be created and maintained

based approach outperforms the tree-based approach is tevrvrﬁhout the lookup-functionality of the overlay.

of validity and reduces the age of monitored results. Dgalin o . .
with cos¥s as displayed in ng]gure 7(c), the increasing gmhur Examining the costs during and after the crash, Figure 9(c)
te sh ' little effect on th N t, | traffie. o) of th displays a highly varying mean traffitt,p) for each ap-
(rja € stovl\_/s ('j €e .tec. on ehmegn otal traffi¢, p) of the proach. The highly fluctuating traffic originates from Chisrd
ecentralized monitoring mechanisms. maintenance mechanisms, which react on the departure of
E. Robustness Benchmark peers and calm down after a certain amount of time.
Starting with themassive crash workload-igure 10 dis- . For themassive join workloa,dF_igur(_a 11 displays the pro-
plays the peer count to examine validity for the consideré’éded results of the three alternatives In terms (?f the nooed
umber of peers. Contrary to the previously discussed tesul

monitoring mechanisms during this workload. The gossi|5]- h i h Kload h hani h
based approach handles the sudden change in the sys@f 1€ massive crash workload, each mechanism ma_nagest €
den increase of peers in the system and returns to itsahorm

settles down after 10min at the correct number of peers, an

. . . t
delivers stable results over time. Figure 9(b) and 9(a) aeve ) ; )
as well the robust behavior of the gossip-based approa en looking at other metrics that quantify the performaoice

Irregardless of the sudden change in the system, the mdan %Hr alternatives: (i) In terms of validity, Figure 12(a) bes

enesssiad X (a, t,p)) oscillates around 481s, while the meaf: _at all mzet():haﬂlsms LeCO\;]er and prowldew. (i
relative monitoring error for the sine function,,,(a,t, p) Figure 12(b) shows that the mean stalen&gs(X (a,1,p))

retains its characteristic oscillation. In contrast, trte=tbased _Of_ the provided results does not degrade due to the massive

approach is not able to recover from the crash and delivé?d and.the sugden |t:lcreashe In rt]he system 5||ze. fl?eagmg with
incorrect and fluctuating results, especially in terms of gfosts, Figure 1 () shows that the mean total traffic does not

mean error for the peer count. The reason for this faiIuFé]ange and levels off after short fluctuations.
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F. Discussion of Results a smaller increase in traffic regarding its performance/avhi

Having presented the benchmark of the different monitoi?€ participants in the gossip-based approach must handle a
ing approaches, this section summarizes the obtainedtsesionsiderable amount of traffic. o
Subsequently, we discuss and compare the initial perfozan N the following, we discuss and compare the initial perfor-
evaluation of the respective papers that introduced theimermance evaluation for the gossip- and subsequently the tree-
utilized monitoring mechanisms. based approach. Jelasity et al. [11] evaluate their approac

Under idealized conditions, the tree-based monitoring apith respect to scalability, robustness, and stabilityterms
proach outperforms the gossip-based approach in termsObfScalability, the paper only addresses horizontal sdéiab
validity, while producing less traffic, which is balanced mao Which is evaluated based on mathematical analysis. Ther pape
regularly among the peers. Regarding the mean monitoriAgts an evaluation in terms of vertical scalability. While
error for the peer count, the tree-based approach evenesatdh€ authors rely on validity, or accuracy as denoted by the
up with the centralized approach. In contrast, the hieiaath authors, to characterize the performance of the presented
structure results in a biased distribution of results, beea @PProach, costs are not considered during the simulatide an
leaves or distant nodes from the root obtain inaccurate afgPerimental evaluation. Consequently, the drawn coruiss
old results. In the presence of churn, the performance 18 terms of scalqb|llty, stability, and robustness covetyon
the tree-based approach significantly decreases depeoden@erformance. Using our presented methodology, we have
the mean session time of the peers in the system. On &@wn in Section IV—C_and IV-E that the resulting costs in
contrary, the underlying mesh topology of the gossip—bas&j’ms of _trafnc are not _|r_1fluenced_ by peer-relate_zd_ worklpads
approach exhibits a better stability and is capable of hiagdl €9~ horizontal scalability, massive crash or join. Iaste
the increasing dynamic in the system, still providing valii We could show in Section IV-E, that a growing amount
fresh results. Nevertheless, the peer count proceduressh@l monitored attributes results in a considerable increzse
its susceptibility to the altering mesh topology. In ternfs draffic and that t_he produced traffic influences the pro_wded
extreme peer fluctuations, which characterize the robastn&sults (cf. Section IV-B). In terms of accuracy, Jelasity e
of a mechanism, the corresponding benchmark outlines ti#t Only consider the peer count as measurable attribute in
the gossip-based approach is robust enough to handle sudéiéH evaluation, because it represents a “worst-case”tdue
changes in the system and even provide results on top off&Sensitivity to failures. The assessment of accuracpdbqs
crashed overlay. Due to the intensive application of thépo “normal” attributes, such as modeled by our value generstor
functionality of the overlay by the tree-based approack, tRmitted. Based on our methodology, we showed the increased
monitoring mechanism collapses during the crash. Althoug#tSceptibility of the peer counting procedure in contrast t
it is capable of handling a sudden increase of peers € robust calcul_atlon (_)f “normal” att_rlbutes (cf. SectibhC
the P2P system. Dealing with scalability of a decentralizéid IV-D). Dealing with the experiments on stability and
monitoring mechanism, the horizontal workload outlineatthobustness, Jelasity et al. present an exhaustive ewayati
the decentralized mechanisms scale with a growing numiyépich examines the effect of peer crashes, different messag
of peers. The increased amount of peers has only a negligil}eS rates and churn on the performance of the mechanism.
influence on performance and costs, except for the underlyWithin these experiments, the authors only concentratenen o
peer count procedure of the gossip-based approach, whiipch of the protocol, while Iong-ter_m_effects are |gn_0red.
exhibits considerable outliers. Dealing with the vertisaal- Thus, out of the presented results, it is not obvious if the
ability workload, the resulting traffic of both decentraiz Presented approach can recover and how long this might take.
monitoring mechanisms increases and leads to a decreasin contrast to the previous and our methodology, the tree-
validity and increasing staleness of the monitored atteibu Pased approach [6], [7] is just evaluated in terms of schiibi
We observe that the tree-based approach already suffens fighd stability, but set up on two different overlays. With



respect to stability, the corresponding workload considts of benchmarks in decentralized systems, we already focus
different churn levels, which are applied on the systemrdprion a benchmarking methodology in the area of P2P systems
one run. In terms of scalability, the decentralized momi@r in our previous work [14]. We outline the specifics for the
mechanism was evaluated under a varying amount of pedesign of a P2P benchmark and give a concrete definition
in separate runs. Similar to our methodology, Graffi et dor benchmarking search overlays and overlays for netwbrke
evaluate the performance of the presented approach in tewirtual environments.
of validity and timeliness, which they denote as precision Apart from the description of the benchmarking methodol-
and freshness. On the contrary, they evaluate validity andy, several approaches exist that present the implenm@mtat
timeliness of the obtained results only at the root, whilef a benchmark for a P2P system. Li et al. [15] develop
dissemination of results back to the remaining peers is rotmethodology to evaluate the efficiency of different DHTs
taken into account. Dealing with validity, they look at theep by examining the trade-off between performance and cost.
count and other attributes, which are either measured by thieerefore, they define different types of workloads to thst t
peers or modeled by their implemented value generator.aVhdverlays under varying conditions and to investigate el
examining the resulting costs and their distribution amtireg  with different parameter settings. Kovacevic et al. eviua
peers, they do not evaluate how validity of the obtainedItesuin [13] the suitability of DHTs in networked virtual enviren
differs among the peers. In this regard, Section IV-B oesin ments. They develop a dedicated benchmark that addresses th
that the topology of the tree heavily influences validity anihvestigation of relevant quality aspects for these emritents
timeliness. Moreover, we showed that the tree-based apiprolly defining appropriate metrics. An extended version of the
provides a similar performance as the centralized approdmnchmark has been proposed by Gross et al. [8], which allows
under idealized conditions. On the contrary, Section IV-€@r the comparison of arbitrary overlays for networked wért
outlines that the approach suffers from an increasing atrafun environments implementing a certain interface definition.
attributes, while it cannot handle massive crashes, inrasnt Regarding the benchmark for decentralized monitoring
to massive joins (cf. Section IV-E), and that performanamechanisms, Bawa et al. [3] present a benchmark for three dif
degrades if peer fluctuation increases (cf. Section IV-D). ferent aggregation approaches ranging from a tree-basad ov
Based on the two examples of performance evaluation,aitgjossip-based to a hybrid topology to monitor a P2P network.
becomes apparent that there is no standardized way for @Gigen the made assumptions for the benchmark (e.g., network
evaluation of decentralized monitoring mechanisms. Megeo topology, distributed state, and communication failureéksg
the examples outline that a comparison of several mechmper compares the three approaches regarding differafiit qu
nisms based on the differing initial evaluations is hard tity aspects, covering flexibility, generality, terminatjoand
achieve. The presented evaluations only agree on a fractamrectness. Our presented benchmarks extend the work by
of quality aspects, such as validity, costs, or scalabilityich Bawa et al. concerning the examination of the identified non-
are examined. On the contrary, other important aspects, efgnctional requirements. For the evaluation of accuraay, w
robustness, or fairness are neglected. The resulting wadk] define a detailed analysis for a monitoring mechanism and its
evaluation scenarios, and setups differ widely and canmobduced monitoring error based on reference signals of the
be compared. Besides a standardized set of quality aspeetisie generator, besides peer count. Moreover, we ideahtifie
or workloads, a unified approach must be established didferent workloads to stress the monitoring mechanisnaeun
capture the measurements for the evaluation. As shown different conditions for the examination of quality aspect
the examples, measurements can be taken at all peers, whileh as robustness. In [4], Cappos and Hartman compare
other evaluations rely on measurements at single peerk, stheir developed tree-based monitoring mechanism withhearot
as the root. tree-based approach [24] and a centralized solution, using
analytical models, simulations, and experiments. We akten
the extensive evaluation in their work by including the ex-
The related work in the area of benchmarks for decentrgimination of accuracy for decentralized monitoring mecha-
ized systems details the methodology and aspects as welhggns. In addition, we add the investigation of robustness f
existing implementations for the performance evaluatidte decentralized monitoring mechanisms by massive joinficras
considered implementations range from distributed hdslesa \workloads.

(DHT) [15], over networked virtual environments [8], [13%  The problem of missing comparability becomes even more
decentralized monitoring mechanisms [3], [4]. clear in a survey of decentralized aggregation mechanisms b
Haeberlen et al. [9] discuss the general benefits of Makhloufi et al. [17]. While giving a good overview about

benchmark for decentralized systems, leading to an improvgifferent schemes for aggregation protocols, highligitine
comparability between different approaches and a betéer cldifferent design decisions, the concluding table, whistslthe
sification of the obtained results. In addition to the pUSiti performance of the considered approachesy does not enable a
features of a standardized methodology, their paper atstv- hifajr comparison between them. This results from the fadt tha

lights common dangers of a benchmark, which might originagge summary only summarizes the results of the respective
from inappropriate or false standardization, incompletstst papers.

or ossification of a standard. Besides this general degamipt

V. RELATED WORK



VI. FUTURE WORK

(6]

In this paper, we have presented our approach for a SEh
of benchmarks, which establishes a standardized evatuatio
of decentralized monitoring mechanisms to facilitate com-

parability of results. For the standardized evaluation, wes

(i) defined a common interface for a unified access of the
provided functionality, (ii) identified relevant non-futanal
requirements of the considered class of mechanisms, aphd (iig]
designed a set of workloads and metrics to evaluate and

qguantify the non-functional requirements. We presented t
implementation of four different benchmarks (baselin@; st

bility, robustness, scalability) for evaluating perfomea and
costs of decentralized monitoring mechanisms. Thereby,

identified characteristic performance and cost profiles elé

as monitoring capabilities for two decentralized monitgri

mechanisms (a gossip-based and a tree-based approacH}?

oy
ik

W

well as for a centralized approach, which served as a referen

We plan to apply our benchmarks on different decentrgksa]

ized monitoring mechanisms, since the presented apmicati
of benchmarks only considered monitoring approaches with
push-based data collection and proactive result disséimina [14]
Therefore, we intend to benchmark pull-based and reactive
monitoring mechanisms as well, in order to determine the
trade-off between push- and pull-based data aggregation,[1@]
proactive and reactive result dissemination, as already an
lyzed in our previous work [20].

In the future we plan to exchange the underlying overldgys]
with other well known overlays in order to investigate the
interdependencies in terms of performance and costs betwg_q]
monitoring mechanisms and underlying overlays. Besides, w
will not only focus on the communicational overhead caused
by a decentralized monitoring mechanism, but also consiq@g]
the computational overhead, such as the resulting I/O- &-CP
usage. Moreover, we plan to execute our benchmarks in lar
simulations, which exceed the capabilities of typicaltiests,
such as PlanetLab.
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