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ABSTRACT

In the search for matching jobs, more and more people rely on on-
line services such as job search engines. Job search engines provide
the possibilities of searching for certain keywords and maintaining
domain related filters like the location or the seniority of a job post-
ing. A job recommendation system can support the users on such
platforms by finding relevant jobs that match their profile. When
it comes to job postings, the platform often has no information
about whether a user actually applied for a certain job or whether
the application was successful. In this paper, we propose a method
to use the implicit information that users provide on the platform
to recommend matching job postings in real time. We provide a
solution by applying the doc2vec method on the job descriptions to
cluster them. This allows us to preselect certain job postings and
reduce the target space to implement a personalized classifier for
recommendation. Both the quality of recommendations and the run-
time of the according algorithms are improved. Our evaluation with
domain experts shows, that at least 55% of these recommendations
are relevant to the respective user.
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1 INTRODUCTION

Due to the high availability of the Internet, the job market has also
spread to platforms on the World Wide Web. Various online job
exchanges, job-oriented social networks, and job search engines
establish themselves with the aim to offer each job seeker the job
offerings that best suit their interests.

A very high number of job postings can be found online. Due to
the high number of available job vacancies, the job seeker requires
digital support in finding relevant job postings [8]. Accordingly, a
recommendation system can be very useful for a job seeker [7].

In order to create a user profile, feedback from the user is re-
quired. In general, there is a distinction between explicit and implicit
feedback. With explicit feedback, the user explicitly evaluates ob-
jects positively or negatively, as for example in a five star rating
system. Implicit feedback is obtained indirectly through objects
clicked on by the user, which can be implied as positive feedback.

The goal of the methods presented in this paper is to develop a
personalized recommendation system for job postings, based on
implicit feedback.

To reach the goal of providing a personalized recommendation
of job postings using implicit feedback from job seekers on a job
search platform, the content of the unstructured job descriptions
is analyzed using the word embeddings based doc2vec method [4]
for feature generation. The job postings are clustered according to
these features. The clusters allow us to propose a novel approach
for a personalized preselection of web documents, namely the job
postings. From the resulting preselected documents, a classifier
decides which jobs to recommend to the user. Our preselection
approach improves the quality of recommendations as well as the
runtime of the corresponding algorithms.

Two different approaches, used for the final recommendation,
are described in addition to the preselection. On the one hand,
an approach based on the work of Huang [3] using an averaged
KNN for recommendation is used as a baseline and improved by
introducing the preselection. On the other hand, an approach based
on the work of Vuurens et al. [12] using a neural network learned
hyperplane is presented. The results are evaluated by an offline
evaluation on a representative sample of approximately 2 million
job postings and more than 300,000 users in terms of Precision@10.
Furthermore, we compare our approaches against two relevant
baselines [2, 13], which apply a distributed KNN approach. Due to
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the runtime of these approaches, an evaluation on representative
samples of the dataset is provided. As the evaluation on implicit
user ratings on a huge corpus provides very small values for the
precision, an additional evaluation by domain experts is provided,
to judge the overall applicability of the presented approach.

2 RELATEDWORK

Tripathi et al. [11] present an overview of different job recommen-
dation procedures. They provide many different methods for calcu-
lating recommendations based on a wide variety of starting points.
The job postings in our dataset can be viewed as unstructured texts
respectively web documents [8, 9].

Melville et al. [5] report that if on average more than 99.5%
of the objects are not rated by users, the quality of collaborative
approaches is drastically reduced. Since this value is at 99.9981%
in our dataset of job-postings, collaborative approaches are not
considered.

The content-based method by Poch et al. [7] is used to find suit-
able jobs on the Job Talent platform. They process a personal textual
description of the user using various NLP methods. For each user,
only the job postings from an assigned cluster have to be ranked.
This preselection idea serves as a basis for our own approach, as
it improves both performance and runtime. Huang [3] develop a
content-based recommendation system for job postings on Xing.
The job postings are ranked using an averaged KNN approach [6].
Applying doc2vec and the averaged KNN approach, we refer to this
baseline as d2v-avgknn. Zhang and Cheng [13] present an ensem-
ble method using a content-based and a collaborative approach. The
content-based procedure creates feature vectors in the same way
as Huang [3] using doc2vec, but only on the basis of titles and tags.
The recommendations are made using a distributed KNN algorithm.
Applying doc2vec and a distributed KNN approach, we refer to this
baseline as d2v-dstknn. Guo et al. [2] present different text-based
procedures on the Careerbuilder job exchange. They create their
feature vectors in two different ways: Using a bag-of-words ap-
proach, and on the basis of entities such as persons, companies,
and locations. Applying the bag-of-words method and a distributed
KNN approach, we refer to this baseline as bow-dstknn. Vuurens
et al. [12] rank movies and books according to user preferences.
Their work is based on the article of Musto et al. [6] and uses the
doc2vec method to train the document vectors on the basis of the
Wikipedia entries of the corresponding movies. With the help of
a neural network, a hyperplane is calculated for each user whose
normal vector can be used to determine the ranking. This method
serves as the basis for our hyperplane approach presented in this
paper.

Based on these different approaches, we create our approach
applying doc2vec on title and descriptions of job postings. On the
one hand, we combine our preselection of positive documents with
an averaged KNN approach (prs-d2v-avgknn). On the other hand,
we provide positive and generate negative training samples using
the preselection for a hyperplane approach (prs-d2v-hp).

3 METHODOLOGY

As user and document data we define the set of job posting docu-
ments d̃ ∈ D̃, the set of users ũ ∈ Ũ , as well as the corresponding

ratings (L̃). Basic text processing is used on the raw documents
D̃, resulting in the cleaned documents D̄, which are handed to the
doc2vec model, which projects the text-based objects into a feature
space D ⊆ Rϕf with ϕf feature dimensions.

To create the user profile, the documents are grouped into ϕk
clustersC1,C2, . . . ,Cϕk , which are used for preselecting documents
for each user. The aim is to evaluate the different clusters for each
user according to their preferences. This results in a subset of posi-
tive preselected documents S̃+ ⊆ D̃ and a subset of negative pres-
elected documents S̃− ⊆ D̃. The classification calculates the user
profiles based on the preselected documents and the rated job post-
ings of the users, which projects the users into the feature space
U ⊆ Rϕf .

3.1 Feature Generation

Cleaning the raw text of the job-postings includes case folding and
the elimination of stop words. URLs are recognized and projected
to their host name. Therefore, different URLs of the same company
are projected to the same token. We also considered to focus on
nouns only [1] but did not find a significant improvement.

From the cleaned documents, the doc2vec [4] method is applied.
As suggested by the results of Le and Mikolov [4], we apply the
Distributed Memory model.

3.2 Creation of User Profiles

3.2.1 Preselection of Job Postings. The aim of the preselection is to
reduce the number of job postings D to a subset S̃ ⊆ D, depending
on the user’s preferences. The reduced set S̃+ contains documents
that the user prioritizes over the remaining documents. Conversely,
the set S̃− contains the postings that the user favors least.

The preselection is carried out on the basis of clusters. For this
purpose, the job postings d ∈ D are clustered with the method Mini-
Batch k-Means [10]. The clustering createsϕk clustersC1,C2, . . . ,Cϕk .
Then the clusters are ranked for a user ũ ∈ Ũ depending on the
number of clicks v on the document d̃ with (d̃,v) ∈ L̃ within the
corresponding cluster.

The clicks of the users are used as rating. The sigmoid feedback
weighting function in Equation 1, ensures that e.g. two clicks on a
single document are valued much higher than a single click, while
the difference between five and four clicks is not valued very high.

fbw(v) = v

1 + |v | (1)

For each cluster center ci with i = 1, . . . ,ϕk , the cluster weight-
ing wi sums up the similarities between the clicked job postings
d ∈ D of the user ũ and the corresponding cluster center ci :

wi =
∑
(d̃,v)∈L̃

fbw(v) · sim(d, ci ) (2)

As in the works of Zhang and Cheng [13] and Huang [3], the cosine
similarity sim is used to compare the document vectors. Based
on the values of all clusters, they can be sorted according to the
user’s preferences. To create the set S̃+ or S̃−, the job postings
from the highest-ranked or lowest-ranked clusters are assigned to
the preselected set up to a desired selection size ϕs . This selection
size ϕs is the matter of evaluation in Section 4.1.
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3.2.2 Recommendation Based on KNN Algorithms. The first ap-
proach uses the averaged KNN algorithm, in which the profile is
formed from the average of all rated job postings of a user. This is a
disadvantage for users who have visited job postings from different
areas and whose vector therefore lies between these areas. This
may cause the vector to point to another area that does not interest
the user at all. The idea is to eliminate such areas by preselection.

The according calculation of the user vector u ∈ U is shown in
Equation 3, where the user’s rating L̃+ is applied on the preselected
documents S̃+.

u =
1

|L̃+ ∩ S̃+ |

∑
(d̃,v)∈L̃+∩S̃+

fbw(v)d (3)

The set of recommendations R̃ for the user ũ contains all docu-
ments d̃i , d̃ j ∈ S̃+, ranked from most similar to least similar by the
condition in Equation 4.

∀(d̃i , d̃ j ) ∈ R̃ : sim(u,di ) ≥ sim(u,d j ) (4)

3.2.3 Recommendation Based on a Hyperplane. The second ap-
proach uses the Vuurens et al. [12] method to rank job postings us-
ing a hyperplane. This method requires positive and negative rated
documents of the user to place the hyperlayer correctly. The prese-
lection is used to determine a negative set L̃− for each user. There-
fore, a random subset L̃− ⊆ S̃− is formed, so that |L̃− | = |L̃+ ∩ S̃+ |
applies. In addition, the issue described in Section 3.2.2 occurs
where the user may be recommended intermediate job postings
from uninteresting areas for rated job postings from different areas.

In each training step, two documents that the user ũ rated differ-
ently, di ∈ L̃− and d j ∈ L̃+, are handed over to the neural network.
The two documents are then projected with u to a value ri or r j ,
which represents the user’s preference ũ. The difference between
the two values is then passed to the sigmoid function, which re-
turns the gradient д. The weight vector can be updated using the
gradient:

u ← u + η · (дdj − дdi ) (5)
where η is the learning rate. After the hyperplane H is trained, all
elements are added to the ordered set R̃. Using the normal vector u
of the hyperplane of user ũ, all documents d̃i , d̃ j ∈ S̃+ are ranked
from most similar to least similar by the condition in Equation 6.

∀(d̃i , d̃ j ) ∈ R̃ : uTdi ≥ uTdj (6)

4 EVALUATION

Three different evaluation structures are presented in the following.
At first, we perform two offline evaluations on the described data
set. The evaluation of the preselection in Section 4.1 serves as the
detailed analysis of the parameters of the preselection and compares
our approaches against the Huang [3] baseline. To evaluate the
recommendation performance, a second evaluation is carried out
on partial data sets due to the very long runtime of the baseline
methods of Guo et al. [2] as well as Zhang and Cheng [13], with
the results presented in Section 4.2. An expert-based evaluation
follows in Section 4.3 to analyze the realistic applicability of the
proposed approach. Since the aim of this work is to maximize the
number of relevant documents among the ten highest ranking
job postings, the evaluation measure Precision@10 is chosen. A
k = 10 is chosen as we found it to be a representative value in

our evaluation results. The dataset consists of the users’ click data
containing the corresponding document ID and time stamp for each
click (visit) of a job posting. The dataset for evaluation contains
approximately 8 million clicks of little more than 300,000 users
on almost 2 million job postings. It was analyzed and cleaned as
described in the following sections.

4.1 Evaluation of the Preselection

In the following, we present the evaluation of the preselection.
Focusing on the evaluation of the selection size ϕs , the results of
the approaches are compared with the baseline of Huang [3].

For the evaluation of the preselection, we generate a representa-
tive sample of users. The doc2vec model depends on the size of the
feature vector ϕf . During evaluation, a feature vector size ϕf = 300
was found to perform best.

Depending on the window size ϕw of the doc2vec method, we
evaluated different part-of-speech filters, focusing on only nouns,
on only verbs, and on a combination of these filters. However, the
evaluation did not show a significant performance increase for any
of the applied filters on our data. The performance on our corpus
was found to be optimal for ϕw = 10, which relates to the results of
Le and Mikolov [4] who find it to be optimal for a window size of 8.

Evaluating the cluster sizes of 50 clusters up to 250 clusters in
steps of 50, we fixed the cluster size for the evaluation at a value of
ϕk = 100. The results of the evaluation of the preselection described
in Section 3.2 are presented below, by focusing on the selection
size ϕs for the preselection. We evaluate the selection sizes 50,000
to 600,000 in 50,000-steps, which can be seen in Figure 1, showing
the precision of the three methods. The d2v-avgknn baseline is
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Figure 1: Results depending on the preselection size.

constant as there is no preselection applied. Our prs-d2v-avgknn
method delivers better results than the baseline (0.0062) as soon
as the selection size exceeds 300,000 documents or 15%. The max-
imum Precision@10 of 0.0073 for our prs-d2v-avgknn approach
is reached at 450,000 documents, which corresponds to about 23%
of the total document volume. prs-d2v-hp consistently achieves
the worst results in these tests. We think that the reason for this
can be found in the negative document set S̃−, which the proce-
dure requires for placing the hyperplane. As the prs-d2v-avgknn
provides very good results, we are certain, that our preselection of
positive documents leaves enough variability to cover most rele-
vant documents. On the other hand, the chosen documents for the
negative sample set S̃− may contribute a too strong claim against
possibly relevant documents for the prs-d2v-hp.
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4.2 Evaluation of the Recommendation

We evaluate the performance of the approaches based on the prese-
lection, against the approacheswithout preselection. Three different
subsets of the data with each 1,000 users and 40,000 job postings
are sampled.
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Figure 2: Evaluation results for recommendation.

A look at Figure 2 shows that the baselines bow-dstknn (0.072)
and d2v-dstknn (0.037) deliver the best results in terms of Preci-
sion@10. The baselines bow-dstknn and d2v-dstknn both use
the distributed KNN algorithm.

When comparing the baselines d2v-dstknn (0.037) and d2v-
avgknn (0.008), which are trained on the same document vectors, it
can be observed that the distributed KNN shows a considerably bet-
ter precision compared to the average KNN. Our prs-d2v-avgknn
introduces the preselection to the averaged KNN method, and is
able to increase the performance significantly from (0.008) for the
d2v-avgknn to (0.033) for the prs-d2v-avgknn and almost reaches
the performance of the d2v-dstknn baseline (0.037). However,
the runtime of our preselected averaged KNN approach (prs-d2v-
avgknn) stays significantly below the runtime of the distributed
KNN (d2v-dstknn) baseline.

4.3 Evaluation by Experts

In the offline evaluations it can be seen that in general a very low
precision is achieved, as the implicit feedback does not provide a
good standard to evaluate against.

Therefore, the prs-d2v-avgknn approach is evaluated using an
expert-based evaluation to assess the applicability of the methods in
reality. For this purpose, a random sample of 100 users is selected,
which are to be examined by three experts from the providing
search engine of the data set.

The evaluation shows that about 55% of ten predicted docu-
ments represent a meaningful recommendation for users. With a
recommendation size of five documents, 58% of the job postings are
suitable for the user and with a recommendation size of one docu-
ment even 60%. It can be concluded that the method presented in
this paper can be used to determine appropriate recommendations
based on the user’s personal preferences.

5 CONCLUSION AND OUTLOOK

In this paper, a personalized recommendation system for job post-
ings based on the click data of the users and the textual description
of the job postings is presented and evaluated. On the foundation
of the doc2vec method of Le and Mikolov [4] applied to a corpus
of approximately 2 million job postings, a novel approach for the
preselection of documents is presented. The presented approach is
shown to increase the recommendation performance of a baseline
approach Huang [3], while reducing its runtime. On the other hand,
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Figure 3: Expert evaluation for prs-d2v-avgknn.

the presented approach enables a recommendation approach based
on a hyperplane [12]. It was shown that for the Precision@10, our
KNN recommender almost reaches the performance of the identified
baseline of Zhang and Cheng [13], while staying below the baseline
of Guo et al. [2]. However, the runtime of these two baselines (using
distributed KNN) increases quadratically with the number of docu-
ments, in contrast to our approach (using averaged KNN), which
remains as the best applicable approach in the provided scenario.
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