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Abstract 

Internet and ATM both aim at providing integrated services. Therefore they independently (more or le: 
oped QoS architectures. A realistic assumption certainly is that both will take their place and that they \ 

ist for quite some time. A likely place for ATM is in the backbone, while IP will probably keep its dom 
the desktop. It is thus valid to assume an overlay model for the interaction between the two QoS archite 
Crucial components of the QoS architecture of the Internet are its signalling protocol RSVP and the IP 
architecture. Their integrated support by an ATM subnetwork and the issues arising with this are the foc 
Paper. While other components of the QoS architectures like the QOS models, the management framev 
charging mechanisms, etc. need to be dealt with for a complete solution to the problem of overlaying 
architecture onto that of ATM, we will concentrate on the aforementioned points. 

Keywords: QoS, Integrated Services, RSVP, IP Multicast, ATM. 

1 Introduction 

The integration of the rising Internet QoS architecture with the QoS architecture of ATM is a 
tant issue, not only to accelerate the growing usage of ATM as a backbone technology but also I 

a future integrated services Internet, which is in need of a flexible and high-bandwidth backb( 
nology with an orderly traffic management. 

RSVPAntServ, which has been proposed by the IETF (mainly in [BZB+97],[SPG97],[Wro9' 
Internet's QoS architecture, is at the moment urider heavy discussion mainly due to scalability C 

i.e., whether it is possible to support a sufficiently large number of concurrent flows. How 
believe that eventually in order to provide integrated services a scheme like RSVPflntServ is nl 
We do not believe that an architecture like Differentiated Services [BBC+98] as it is discuss~ 
IETF at the moment will be a long-term solution for all QoS aspects, but rather a quick approa 
isfy short-term business needs. Furthermore, new research suggests that it will be technically pc 
support many flows in routers in near future [KLS98]. Therefore we assume RSVPAntServ as 
architecture of the Internet and claim that many of the problems when overlaying it to ATM I 

will arise for any fine-grained QoS architecture. 
One of the most important points in this integration is the mapping of the Internet's signallii 

col RSVP onto ATM mechanisms. Many and the most difficult problems in this area arise for t 
casting of data. The anticipated new services of a future Internet will beyond others be mi 
services like video-and audio-conferences, video-on-demand, interactive games, etc. All of tk 
in common that multicasting is necessary and thus we cannot circumvent the difficulties aris 
that case. 

This work is supported in part by a grant of Volkswagen-Stiftung, D-30519 Hannover, Germany. 
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P Multicast, particularly in conjunction with RSVP, has some characteristics that make its support 
>V r ATM networks a difficult problem - or viewed from another perspective: ATM falls short in pro- 
si ing mechanisms to support IP multicast efficiently. While IP Multicast allows for an anonymous, 
:g litarian, dynamic n:m multicast model, ATM Supports a non-anonymous, master-slave l:n model. 
Th i key tasks in order to support IP multicast over ATM are: 

membership management, 
C management and 

support. 

sting approaches for overlaying RSVP and IP multicast over ATM were mostly separated from each 
and typically tailored to specific environments like best-effort transmission, restricted scale, 

of multicast, specific and lirnited ATM network structures, etc. Therefore none of these is the 
the general problem of overlaying RSVP/IP multicast onto ATM networks. We claim that a 

view is necessary. However, we perceive the intractability of the general problem in one 
are necessary to relax the complexity. The main assumption is with regard to the 
in future. Different views can be taken: 

1. ATM networks will not be deployed widely, not even in backbone networks. 
2. ATM networks will only work as backbone of the Internet and will be used only to provide big 
pipes of data by means of point-to-point connections. In this case ATM would work as a pure data 
link layer. 
3. ATM networks will be widely deployed and interconnected in such a way that all networks can be 
viewed as a unique network. In this case, LANs may not be ATM based, but the LANs would be 
connected to the large ATM network. 
4. Hosts will be directly connected to the ATM network. 

H nceforth, we will consider that ATM networks are widely deployed and that mainly but not only 
L Ns (by means of ATM attached routers) but also hosts, can be connected to the ATM network. 
A other assumption that should be made is that multicast services will be multimedia services, not only 
W th QoS requirements, but also with long duration (minutes, maybe hours), which makes the connec- 
ti 1 n establishment time negligible. 

ATM 
Network 

ATM -LAN 

Figure I: Network structure assumption. 

the Internet is a multi-provider network even if only the backbone is regarded it is cer- 
a mapping to take economic factors into account. This is of particular interest if the 

apping process takes place at the edge between two providers or between a customer and its provider. 



In this report we take a look at some of the harder problems when mapping the 
and IP Multicast onto ATM networks and give solution approaches to these 
assumptions as, e.g., with regard to the scale of the ATM network. One 
exists for multicast transmissions is RSVP's support of heterogeneous 
allows for a homogeneous QoS within a single VC. We will treat this 
in section 13, where we will show how this difference can be 
RSVP over ATM. After this detailed treatment of one 
Cast onto ATM we will conclude the report and 
related work being made throughout the text. 

1 Integrated Services IP Multicasting 

In this section we review the most important characteristics of IP multicast in conjunction wi(h RSVP. 

1.1 IP Multicasting 

The notion of a group is essential to the concept of IP multicast. By definition a multicast 
sent from a source to a group of destination hosts. In IP multicasting, multicast groups have 
multicast group ID. Whenever a multicast message is sent out, a multicast group ID specifi 
nation group. These group ID's are essentially a Set of IP addresses called "Class D". Th 
host (a process in a host) wants to receive a multicast message sent to a particular group, it 
that group. If the source and destination of a multicast packet share a common bus in a LA 
ing is easy within that LAN. However, if the source and destination are not on the Same 
forwarding the multicast messages to the destination becomes more complicated. To solv 
of Internet-wide routing of multicast messages, hosts need to join a group by informing 
router on their subnetwork. The Internet Group Management Protocol (IGMP [Fen97]) i 
purpose. This way multicast routers of networks know about the members of multicast 
network and can decide whether to forward a multicast message on their network or n 
delivering a multicast packet from the source to the destination nodes on other network 
ers need to exange the information they have gathered from the group membership of 
connected to them. There are many different algorithms such as "flooding", "spanni 
path broadcasting" and "reverse path multicasting" in order to exchange the routing i 
the routers. Some of these algorithms have been used in dynamic multicast routing 
Distance Vector Multicast Routing Protocol (DVMRP [Pus98]), Multicast extensio 
Path First (MOSPF [Moy94]), and Protocol Independent Multicast (PIM [EFH+97]). 
ing information obtained through one of these protocols, whenever a multicast pa 
multicast group, multicast routers will decide whether to forward the packet to the 
Finally, the leaf router will see if there is any member of that particular group on it 
networks based on the IGMP information and decide whether to forward the packet or not. 

1.2 IP Multicasting with RSVP I 
The use of RSVP [BZB+97], as signalling protocol for guaranteeing a specified quality of se ice to a 
flow, with IP multicasting, allows the emergence of multimedia applications that require both, ulticast 
and quality of service. In fact, RSVP messages, which are encapsulated in IP packets (UDP is lso pos- 
sible), make use of the multicast extensions of IP. 

When a source needs to send out multicast data to a multicast group, it sends IP packets o the IP 
group address of that group. In case the source is RSVP capable, it will also send PATH mes ages, in 
the same way it sends out its data packets, with the destination address of the group. Once, the embers 
of the group receive the PATH messages, they can decide whether to ask for a reservation or no . In case i 



receiver decides to make a reservation, it will send RESV messages upstream and the reservations will 
e established, according to the requested resources, available resources and other existing reservations. 

Depending on the multicast routing protocol used, there will be a multicast tree with different reser- 
ations in its branches, maybe without reservation in some of them. This is possible if all the routers 

plement the RSVP protocol. Otherwise, techniques like tunneling, for example, may be used to con- 
ect RSVP capable nodes.. 

Reservation. t 
Resv 

S 

Group mernber. 

Not inernber. 

Figure 2: RSVP Concept. 

he main characteristics of the pair RSVP-IP Multicast are: 

Heterogeneous Receivers. RSVP allows for receivers with heterogeneous resource requirements but 
in practice they are only allowed if they belong to different networks, that is to say, if they are con- 
nected to the router through different interfaces. Two or more receivers in the Same LAN (i.e. Ether- 
net) requesting certain QoS for a flow, will all receive the Same QoS, the largest of all the QoS 
requested. 
Many-to-Many Multicast Communications. The fact that the sender does not need to know the 
members of the group, but only the IP group address, facilitates multipoint-to-multipoint communi- 
cations. A source must only send out its packets to the right group address and the routing protocols 
will find the "best" delivery tree for the packets. 
QoS Renegotiation. If the receiver sends out a new RESV message with different resource require- 
ments, the reservations are changed (if necessary) in the nodes along the data path and also new 
RESV messages (if necessary) are sent out. These QoS changes can be done in any time during the 
data transmission, because the reservation is independent of the data transmission. In fact, there can 
be also data transmission without a reservation, like the normal IP best-effort service. 
Soft state. One of the main principles of the TCP/IP protocols is robustness.They are independent of 
the underlying network technology and able to work even if failures in the network appear. The con- 
nectionless characteristic of IP is an example. In order to allow resources reservation in the data path 
and go on being a connectionless service, RSVP has been designed to use soft state, which consists 
of the existence of state information of the reservation, in the nodes along the data path, that will be 
deleted if it is not refreshed periodically. This feature allows that if a change in the data path occurs, 
the state in the old path will be timed out and deleted. 



2 Multicasting over ATM 

In this section we review the multicast facilities available in ATM networks. 

2.1 UNI 3.013.1 

Multicasting is supported in ATM UNI 3.013.1 by means of point-to-multipoint VCs. In [Pi 
point-to-multipoint connection is defined as a collection of associated VC or VP links connec 
point nodes, of which one, the root node, has the property to send information, while all of th 
ing nodes of the connection, called leaf nodes, receive copies of that information. 

A point-to-multipoint connection is Set up by first establishing a point-to-point connectior 
the root node and one leaf node. After this Set up is complete, additional leaf nodes can be adc 
connection by "ADD PARTY" requests from the root node. A leaf node may be added or drof 
a point-to-multipoint connection at any time after the establishment of the connection. A leaf 
be dropped from a connection as a result of a request sent by either the root node or by the lei 
be dropped (but not by another leaf). Leaf nodes are identified by their unicast ATM address 
multicast or group ATM address has been defined yet. 

The ATM signalling messages utilized for establishing, adding and deleting nodes from point 
point VCs are shown in Table 1. See [ATM95] for more details on the message contents and CI 

establishment procedures. 

ATM SIGNALLING MESSAGES 

ADD PARTY 

ADD PARTY ACKNOWLEDGE 

ADD PARTY REJECT 

DROP PARTY 

DROP PARTY ACKNOWLEDGE 

Table 1: ATM UNI 3.013.1 Messages. 

2.2 UNI 4.0 Leaf Initiated Join 

In previous versions of ATM signalling, only the root node was able to add leaf nodes to a poir 
tipoint connection. With version 4.0 of ATM UNI [ATM96b], leaf nodes can join to point-to-r 
connections with or without intervention from the root of the connection. In [ATM96b], twc 
modes of operation are described, Lecf-prompted join without root not$catiorz and Root-prom 
In the first mode, the root is not notified when a leaf node is added or dropped. In the second 
leaf's request is handled by the root of the connection. This type of connection is referred to ac 
connection. In order to join a specific point-to-multipoint connection the leaf must specify the 
Global Ca11 IDentifier (GCID) of that connection. 

The new signalling messages included to Support LIJ are: 

LEAF SETUP FAILURE 

Table 2: Messages for supporting LIJ. 
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Issues in Mapping RSVPnntServ onto ATM Networks 

efore going into the details of mapping RSVPDP Multicast onto ATM networks we Want to reconsider 
which are the most important issues in mapping the Internet QoS architecture, RSVPlIntServ, 

There are two main problem areas: QoS models and QoS procedures. Therefore, the usual 
to treat them separately, although there are some decisions which need an integrated view. 

1.1 QoS Models 

OS models are the declarative component of QoS architectures, consisting of service classes and their 
specifications and performance parameters. The most salient differences between the QoS mod- 
the ATM TM 4.0 [ATM96a] and the IntServ specifications ([SPG97], [Wro97]), are: 

packet-based vs. cell-based traffic parameters and performance specifications, 
the handling of excess traffic (policing): degradation to best-effort vs. tagging or dropping, 
and of Course different service classes and corresponding traffic and service parameters. 

hese differences have to be overcome when mapping IntServ onto ATM without losing the semantics 
the IntServ specifications. The IETF has proposed some guidelines for the mapping of the QoS mod- 
in [GB98], but these have been shown to be arguable in [FCD98]. 

1.2 QOS Procedures 

hile it is not easy to map the QoS models of the Internet and ATM, it is even more difficult to map 
QoS procedures onto each other. This is due to the fact that they are built upon very different para- 

igms. While the signalling protocols of ATM are still based on the call paradigm used for telephony, 
viewed the support of a flexible and possibly large-scale multicast facility as a fundamental 

equirement [BCS94]. The most prominent differences between RSVP and ITU-T's 4.293 1 [ I T U ~ ~ ] ,  
n which all ATM signalling protocols are based, are: 

ynamic vs. Static QoS. RSVP supports a dynamic QoS, i.e. the possibility to change a reservation 
its lifetime. ATM's signalling protocols however are providing only static QoS so far. 

eceiver- vs. Sender-Orientation. The different design with regard to the initiation of a QoS reserva- 
reflects the different attitudes regarding centralized vs. distributed management, and also that the 

SVPflntServ architecture had large group communication in mind while the ATM model rather 
for individual and smaller group communication. 

ansmission of Control Messages. While in ATM separate control channels are used for the trans- 
ission of control messages of the signalling protocols, RSVP uses best-effort IP to send its messages. 

ard State vs. Soft-State. The discrepancies between the ATM QoS architecture and the IntServ 
in how the state in intermediate Systems is realized is another impediment to the interwork- 

since it leads to very different characteristics of the two QoS architectures. 

esource Reservation Independent or Integrated with Setup/Routing. The separation of RSVP 
om routing leads to an asynchronous relation of reservation and flow setup, and further enables an 
dependent evolution of routing and resource reservation mechanisms. However, a possibly major dis- 

QoS routing is much more difficult to achieve than with ATM's integrated con- 
reservation mechanism (P-NNI [ATM96c] already supports a form of QoS 

ulticast Model. A further issue is the mapping of the IP multicast model on the signalling facilities in 
for multi-party calls. While IP multicast allows for multipoint-to-multipoint communication, 



ATM only offers point-to-multipoint VCs to emulate IP multicast by either meshed VCs or a 
Server. 

Heterogeneous vs. Homogeneous QoS. While ATM only allows for homogeneous reservatiot 
allows heterogeneity firstly for different QoS levels of receivers and secondly for simultaneou 
of QoS and best-effort receivers. This mismatch in the semantics of RSVP and Q.293 1 is a maj 
cle to simple solutions for the mapping of the two. 

4 Issues in Implementing IntServ IP Multicast over ATM 

After reviewing the general issues for mapping RSVPIIntServ onto ATM, let us now turn to thi 
aspects which must be resolved for an efficient support of IntServ IP Multicast flows over 1 
works. These are: 

Group membership management. 
VC management for control and data traffic. 
Advanced VC management issues for data traffic: 

heterogeneity support, 
shortcut support, 
aggregation, 
dynamic QoS, 
MC data distribution. 

These aspects will be discussed in the following sections and potential solutions will be preser 

5 Group Membership Management 

One of the main features of IP Multicast is how multicast group information is managed 
receivers join and leave multicast groups. As already explained, in IP this function is carried C 
IGMP protocol. By means of the group membership information, routers deliver multicast 
the group members. For routers attached to broadcast networks (e.g. Ethernet), the required 
tion is only if there are or not group members within the network, but not which and which IP 
net addresses they have. In a shared media LAN every endstation Sees every packet that is se 
the LAN. In ATM, a connection must terminate at the endstation in order for it to receive packc 
ATM specifications do not provide the multicast address abstraction, it is necessary for 
attached source or and ingress edge device, to know which the receivers are and which ATM ; 

they have, in order to explicitly establish a VC with itself as the root node and the recipients a 
nodes. 

5.1 Multicast Address Resolution Server - MARS 

The Multicast Address Resolution Server is, as explained in [Arm96], an extended analog 
ATM ARP Server introduced in RFC 1577 [Lau94]. It is intended to be a registry, associatir 
multicast group identifiers with the ATM interfaces representing the group's members. MP 
sages are used to distribute multicast group membership information between the MARS and ( 

wishing to take part in an IP multicast group. This section offers a general description of M. 
more details on MARS behavior and its architecture See [Arm96]. Other documents related I 
are [GKW97] and [Arm97a]. 
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RS Clusters 

he MARS cluster is defined as the Set of ATM interfaces choosing to participate in direct ATM con- 
ections to achieve multicasting of AAL-SDUs between themselves. This involves that if multicast 
ornrnunication is needed between nodes belonging to different clusters, an inter-cluster device must be 
sed, or else some extensions to MARS are needed. Some proposals for these extensions are explained 
n Section 8.3. 

b verview of MARS 
s mentioned above, MARS is the multicast evolution of ATMARP. While the ARP Server keeps a 

able of (IP,ATM) address pairs for the IP endpoints within a LIS, MARS keeps tables like: k I (layer 3 mc-address, ATM. 1, ATM.2, ... , ATM.n ) 

jp nodes within the cluster, joining and leaving IP multicast groups, send appropriate messages to the 
MARS, indicating these changes. This way MARS always keeps an updated table of group membership 
information. 

When a source needs to send IP multicast data through the ATM network, it requests the MARS to 
(end the list of group members in the cluster, and their ATM addresses.In order to communicate the 
sources, the changes that occur in group membership, the MARS maintains a point-to-multipoint con- 
trol VC, with all cluster members as leaf nodes. When a change in a group occurs, for example, a new 
riode joins the group, the MARS sends one message on this VC which is received by all nodes in the 
cluster, irrespective of whether they are members of that group or not. The nodes which are not mem- 
tbers and do not Want to send data to the group, simply discard or ignore the message, but those that 
Ivant to send data to the group, use this information to update their cache tables or to modify the point- 
t3-multipoint VC, that they use to send multicast data for that group. 

2.MARS7MULTI(RI ,R2,R3) 0 MARS 

Source 

I '  Figure 3: MARS Concept. 

'khe Use of Multicast Servers with MARS 

multicast Servers (MCS) are used, the behavior of MARS must be different, since it must provide the 
address of the MCS instead of the list of ATM addresses of the group members. However, the 

this list of addresses in order to set up the appropriate point-to-multipoint VC. 
some messages must be interchanged between the MARS and the MCS. 

First of all, a MCS must register as it, in a similar manner as nodes wishing to be cluster members 
the MARS. As a consequence of using MCS, MARS must maintain another point-to- 

ServerControlVC. MARS adds to this VC all the MCSs in the cluster, so 
groups in which MCS is being used, membership change messages are not delivered in 

but on this new ServerControlVC. This way, these messages will reach only the 
CS, thus shielding the sources of the group from the membership changes. 



Support for IP Multicast Routers 

Since MARS defines the propagation of group membership information within the cluster, extr; 
are necessary to allow inter-cluster multicast communications. Multicast routers are expectec 
the Same IPIATM interface that a multicast host would use. Within this interface, multicast roi 
join and leave groups as any other ordinary cluster member. However, routers may belong to 
clusters at the Same time, thus providing routing between these. 

MARS Messages 

In this section, some of the messages utilized by MARS are explained, because in later secti 
will be referenced. For more detail in these and other messages used in MARS, See [Arm96]. 

Several groups of messages can be identified, depending on their functionality: 

Messages for joining and leaving multicast groups: These messages will be sent by ATM 
routers which Want to join or leave multicast groups. 

Table 3: MARS join/leave messages 

Messages for sources sending multicast traffic: When a source/ingress device must send I 

packets, these messages are used in order to obtain the list of ATM addresses of the end poir 
are members of the multicast group. 

DESCRIPTION 

Allows a Host to join a goup 

Allows a Host to leave a group 

MESSAGE 

MARS-JOIN 

MARS-LEAVE 

DIRECTION 

HOST->MARS 

HOST->MARS 

Table 4: MARS messages for sources. 

Messages for Multicast Servers: 

MESSAGE 

MARS-REQUEST 

MARS-MULTI 

MARS-MIGRATE 

I MESSAGE I DIRECTION I DESCRIPTION I 

DIRECTION 

HOST->MARS 

MARS->HOST 

MARS->HOST 

~ ~ - ~ 

Table 5: MARS messages for multicast Servers. 

DESCRIPTION 

A Host requests the ATM address list of the group. 

Answer to the MARS-REQUEST rnessage. 

Allows MARS to force cluster rnernbers to shift 
frorn VC mesh to MCS based forwarding tree in sin- 
gle operation. 

MARS-MSERV 
MARS-UNSERV 

MARS-SJ01N 
MARS-SLEAVE 

5.2 Other Models 

Other approaches related to the problem of group management can be found in [Smi97], [M 
[FMR97]. In [Smi97], a server (EARTH server) is used in a similar manner like MARS, and tht 

MCS->MARS 

MARS->MCS 

levices 
o have 
:rs will 
fferent 

1s they 

osts or 

ulticast 
8 which 

)5] and 
:oncept 

Allow rnulticast servers to register and deregister thein- 
selves with the MARS. 

Allows MARS to pass on group rnernbership changes to 
rnulticast servers. 



a Multicast Logical IP Subnet (MLIS), 'spanning' the whole physical ATM network, is introduced. 
way, multicast communications would be carried out at the MLIS level, and not at the LIS level, of 

intermediate routers between different LISs and the additional delay 
introduced by them would be avoided. This model tries to provide shortcut capabilities for 

ATM, which is achieved by having a unique MLIS. However, taking into account the 
of this scheme, [Smi97] also includes the possibility of using multiple EARTH 

the ATM cloud into service zones (clusters) and use a protocol among them- 
caches. This is of Course a solution very similar to MARS, with some exten- 

In [Mi1951 a simpler solution is proposed which uses IGMP for reporting group membership 
hanges, like a usual IP network. There is no special device to map IP group addresses onto ATM 
ddresses. Routers forward IP multicast packets to the member groups and other routers, known by 
GMP and IDMR protocols. In broadcast networks like Ethernet, after a router requests group member- 
. hip of the hosts in the network by means of IGMP Queries, only an IGMP Report is sent for each mul- 4 

group, due to the fact that after the first one has been sent by any of the members in the network, 
will receive this packet and will not send their own IGMP report. This host behavior was 

elected because, in broadcast networks, the router does not need to know the identity of all the mem- 
s inside a particular network, but only whether there are members or not. In the solution proposed in 
i1951, IGMP packets are never forwarded by the routers attached to the ATM network. This require- 

ent not to forward IGMP messages ensures that no host hears another's IGMP Host Membership 
eports, thus every host will send them to the router in response to an IGMP Host Membership Query, 
d the router will get the addresses of all the members of the multicast group. The IP to address map- 
ng will be in this case unicast IP address to ATM address, using ATM-ARP, NHRP, or any other 

In [FMR97] another proposal is made for Intra-LIS IP multicast among routers, using PM-SM (Pro- 
col Independent Multicast- Sparse Mode).This model is actually a less complex solution for a part of 
e functionality provided by MARS. In this case, host-rooted point-to-multipoint multicast distribution 
Cs have not been considered. MARS allows point-to-multipoint VCs rooted at either a source or a 
ulticast Server (MCS). The approach taken here is to constrain complexity by focusing on PIM-SM 
king advantage of information available in explicit joins), and by allowing point-to-multipoint VCs 
be rooted only at the routers. In Summary, the method described in [FMR97] is designed for the 

uter-to-router case, and takes advantage of the explicit-join mechanism inherent in PIM-SM to pro- 
ide a simple mechanism for intra-LIS multicast between routers. By means of this explicit-join of 
IM-SM, one router knows the IP addresses of other routers which have member hosts downstream, 
nd using ATM-ARP or NHRP, it is able to find out their ATM address. 

I Basic VC Management for Data Traffic 

n RSVPAP, the reservation establishment is independent of the data transmission, because the path for 
e data transmission already exists before requesting and allocating resources. However, with ATM 

etworks, the appropriate resource reservation must be done before data can be sent, that means an 
ppropriate VC must be Set up. Otherwise, there is no path for the data to be transmitted. Therefore 
outers at the ATM network edges need to manage the opening and closing of ATM connections, when 
SVP reservations are made and released. The optimal scheme for connection setup and tear down will 
epend On: i 

The cost of setting up a connection vs. 
The cost of keeping the connection Open for future use by another flow. 



Different flow to VC mapping strategies can be imagined. In the next sections some of then 
shown and their advantages and disadvantages analyzed. 

6.1 PVCs vs. SVCs 

Both, PVCs and SVCs can be used to provide data paths for the IP packets. The use of PVC: 
ATM layer become a simple data link layer, similar to a leased line. PVCs are Set up manuallq 
expected to be long-lasting. With PVCs, there is no issue of when or how long it takes to Set 
since they are made in advance. However, the resources of the PVC are limited to what has t 
allocated. The utilization of SVCs makes more flexible usage of the ATM network and allows n 
cient flow mappings, but is on the other certainly more complex. If SVCs are used the cost of s 
a VC (not only with respect to time but also economically) turns out to be an important Para 
well as the scalability characteristics of the mapping between RSVP flows and ATM VCs if th 
VC space is taken into account.It is obvious that an SVC scheme uses ATM's capabilities n 
ciently. However, the drawback is the setup time. 

One could certainly think of some more complex usage of both types of VCs which would 
PVCs between nodes inside,the ATM network acting as stable aggregated traffic pipes whi 
periphery of the ATM network SVCs would still be used. A similar kind of aggregation mode 
investigated in Section 9. 

0 

Figure 4: Mixed scheme. PVCs and SVCs. 

6.2 Types of Traffic 

It is helpful to identify which types of traffic shall be multicast over an ATM subnetwork and in 
the VC management issue along these types. We can distinguish three types of traffic: 

1. Best-effort multicast data 
2. QoS multicast data 
3. RSVP control messages 

Other traffic types could be included in this list, as e.g., control messages belonging to multica: 
protocols or to IGMP. Especially for control messages, it would be an advantage if they receivl 
service than a simple best effort service. 

6.3 Best-Effort Multicast Data 

This type of data is the multicast data that would be transmitted in the IP architecture if RS' 
used. In this case no QoS is requested. 

The straightforward solution for VC Management would be to setup a point-to-multipoint ' 
members of the group in the Same LISICluster, when there is data to send, as proposed in 
Inter-LISICluster communications can be done through multicast routers (see also Figure 5).  
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Shortcuts could also be used, even though it does not seem strictly necessary. The utility of shortcuts 
to avoid the increased delay due to processing in intermediate nodes (AAL5 reassembly and IP pro- 

essing), and to off-load intermediate routers. However, since this traffic is best-effort, i t  is expected not 
have critical delay requirements. The discussion of using shortcuts or not will be treated in more 

epth in section 8.. 

LIS , I LIS, 
Source 

A 

mrouter 

Figure 5: Inter-LIS multicast with multicast routers. 

f.4 QoS Multicast Data 

he VC management strategies for QoS multicast data is certainly one of the most important issues in 
RSVPIIP Multicasting over ATM. The key points that should be analyzed in this case are: 

how different RSVP reservation styles influence the flow to VC mapping, 
when to setup and tear down a VC, and 
how to map RSVP flows onto VCs. 

f .4.1 RSVP Styles and VCs 

[BCB '~~]  there is an analysis how the different RSVP reservation styles influence in the flow to VC 
apping model. That means how the different reservation styles of RSVP should be translated into a 

pldcard Filter (WF) 

r 

i: 

In this style of reservation, the receiver requests some quality of Service for an unspecified Set of sources 
of the group, i.e., all the sources that send to the group would share the Same reservation. This style of 
reservation is intended for communication Scenarios where only a limited subset of sources is expected 
to send data at the same time. For example, in the case of audioconference, there is usually only one. 
rpeaker at anytime. If only one source is sending at the Same time, it will use the whole reservation 
e:stablished (i.e. the whole bandwidth) for its data. 

In this case, it seems that the use of one VC, point-to-point or point-to-multipoint depending on the 
umber of receivers, fits well to this style of reservation. The QoS of the VC should be the QoS 

requested by the receiverlnext hop, and all the traffic addressed to that receiverlgroup, regardless of the 
source, should be sent out on this VC. 

However, it has to be realized that this solution does not Support the sharing of reservations as well as 
was planned in the RSVP design. It is only the best solution among the currently possible solutions. It 



is not the best way to map wildcard filters in general. This fact is illustrated in figure 6, where I 
two senders and two receivers, which request a WF reservation. 

/ 0 \ ATM J- 

Figure 6: Wildcard Filter sharing. 

In case (a), the currently possible model is shown. Each source establishes its point-to- multi^ 
towards R1 and R2. As can be Seen, the reservation is not actually being shared among both 
because each one of them has its own VC. In (b), the reservation would be really shared amon 
sources. However, what is necessary for this approach, is a multipoint-to-multipoint VC, whic 
(yet) supported by ATM. Anyway it must be noted that this would be the optimal mapping for 
filters. 

Shared Explicit (SE) 

This style is similar to WF, but in this case a specified Set of sources is signalled. The Same argu 
in the WF case are valid for this style with respect to using the same VC for traffic coming fror 
of specified sources. However, there might be more sources for the group than those specified i r  
ervation. Traffic from these sources should be treated as best-effort traffic, using the VC man 
strategy for this kind of traffic, for example, setting up another VC to the receiver, sending bt 
traffic to a multicast router. and so On. 

Fixed Filter (FF) 

With this kind of reservation style the receiverlnext hop requests a certain QoS for the traffic 
specified source. This leads to the straightforward solution of mapping such a flow onto one spc 
tailored VC with adequate QoS. As in the case of SE, other VCs may be necessary for traffic 
from other sources (best-effort or QoS), and even for the Same source and other receiverslnext 
they do not request quality of service, or the heterogeneity model being used permits the use o 
VCs of different QoS (see also section 12). 

6.4.2 VC Initiation 

When mapping the RSVP mechanisms onto ATM there is the obvious question about where a 
to setup a VC for a RSVP flow. Two approaches are distinguished in [SWS97]: the subnt 
approach and the subnet-receiver approach. 

Subnet-Sender Approach 

Even though RSVP is receiver-oriented, since the receiver requests a reservation by means of 
message, the actual allocation of resources for the downstream link takes place at the subnet se 
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an RSVP over ATM implementation, this means the senderlprevious hop should Set up the required 
VCs for the communication. 

With respect to the timing of the VC setup, in principle two different options exist. The earliest pos- 
-,ible point in time would be when the first PATH message is being received. However this choice seems 
:o be too hasty since, though there are PATH messages, it is possible that no reservation requests are 
ssued and therefore, no specifically tailored QoS VC would be necessary. In particular, for multicast 

~:ommunications too many resources would be wasted if no reservation is requested and a point-to-mul- 
:ipoint QoS VC to all receivers is established just because a PATH message was received. Moreover, it 
s by no means for Sure that the receiver requests what was specified in the PATH message and thus a 

.wrongly dimensioned QoS VC could be setup. 
The other and more reasonable option is to setup the QoS VC when a RESV message is received, 

3nd therefore a reservation is actually requested. This leads to reserving resources only when necessary 
~ u t  incurs additional delay for the VC setup before the RESV message can be passed on upstream. 
?rom the point of view of VC management for multicast, this is a convenient choice since it is simple 
.7or the virtual source to setup point-to-multipoint VC(s), and add more leafs nodes as their reservation 
.:equests arrive. Furthermore, this option allows the ingress edge devices to use different VC manage- 
nent strategies, and all of them could interoperate, since the decision of setting up a VC or not is local. 
3s  main problem, however, is the scalability. This model would not support large multicast groups as 
:he ingress edge device might become overloaded due to the load of setting up and tearing down 
~ranches of a point-to-multipoint VC for a large and dynamic multicast group. Nevertheless it is the 
only choice if UNI 4.0 LIJ is not available. 

1 ubnet-Receiver Approach 

this approach it is the receivinglegress edge device who Sets up the QoS VC. If only UNI 3.013.1 is 
ailable, there is one way to achieve this: the receiverlnext hop Sets a VC up, requesting resources only 
the reverse path. This would work for the unicast case, but not for the multicast case. So, the subnet- 

eceiver approach is very limited when only UNI 3.013.1 signalling is provided. Here it seems more 
ttractive to use the subnet-sender approach. 

However, if UNI 4.0 is available, the LIJ mechanism may be helpful for the multicast case of the sub- 
et-receiver approach, since the processing load of the virtual source, related to the VC setup process, 
an be distributed among the receivers. This solution would have a higher scalability than the subnet- 
ender one with its centralized VC management. However, if more complex VC management algo- 
ithms are desired, which allow some degree of VC space saving and heterogeneity support, it may be 
fficult to integrate them with the LIJ facility. These algorithms need centralized knowledge and would 
erefore most easily be executed by the ingress edge devices. This is due to the fact that the decision of 

dding a receiver to a certain already existing VC or to create a new one for it must eventually be taken 
the ingress edge device. Extra signalling would be necessary to integrate the centralized VC manage- 
ent algorithms with the distributed philosophy of LIJ. 

(i.4.3 VC Teardown 

C 

:ISVP has its own flow teardown mechanisms (tear down messages or timeouts), thus inactivity timers 
2.s they are used in the Classical IP model and proposed in [Lau941 are no longer needed. 

In case that there is a one-to-one mapping between RSVP flows and VCs, a VC should be torn down, 
when it corresponding RSVP reservation is deleted or timed out. However, if more complex VC man- 
2.gement strategies are being carried out, the teardown of a VC would depend on whether there are still 
flows using the VC or not. In any case, the VC teardown should be governed by the RSVP flow termina- 
tions, and not by RSVP-independent timers. Otherwise, valid VC(s) with QoS support could be torn 
own unexpectedly [BCB+98]. 



6.4.4 Flow to VC Mapping 

There are four categories with regard to this issue: 

1 .  "1 VC per flow": This case is suitable for unicast and homogeneous multicast communicatil 
main advantage of this solution is that the traffic control and scheduling capabilities of the A 
work can be directly utilized. The drawbacks of this scheme arise when receivers request 
qualities of Service. In this situation the following problems can occur [BCB+98]: 

A User making a small or no reservation at all would get a "free ride" across the ATM networ 
receiver making a (larger) reservation. 

A User might not be able to join the QoS VC because of lack of local resources to process the hig 
data flow. However, the receiver could still Want to receive data on a best effort basis. With onlj 
per flow this would not be possible i we assume that always the highest QoS in a session is takc 
setup of a VC. 
Resources would be wasted and blocking probability could be higher than necessary 

A "more heterogeneous" model is needed to deal with this problems. 
2. "n VCs per flow": This is the option that allows more heterogeneity and that, generally s 

consumes more ATM resources (with respect to the number of VCs). The number of VCs 1 
will depend on the degree of heterogeneity that shall be allowed. The heterogeneity prc 
treated in more detail in section 12 and a flexible algorithmic framework for managing the h 
neity support is proposed. 

3. "1 VC per n flows": That is an aggregation model without heterogeneity support. This 
involves much more complexity, especially for the multicast case, since it requires that the 
groups have the Same virtual reciivers. Otherwise, virtual receiverslegress edge devices mus 
pared to receive data which is not addressed to them thereby certainly wasting bandwidth. 

4. "n VCs per m flows": Aggregation model with heterogeneity support. This is certainly i 
complex model of the four, and its use may be only justified in the core of the network, whert 
enough potential for multiplexing traffic of different groups and QoS levels in order to take ac 
of this model. 

Aggregation models will be discussed in section 9. 

7 VC Management for RSVP Control Messages 

The two most important RSVP control messages are PATH and RESV. While PATH message 
sent to a multicast address, RESV messages are sent to a unicast address, the previous hop 
How to manage VCs for RSVP messages depends on several factors [BCB+98]: 

Number of additional VCs needed for RSVP signalling. 
Degree of multiplexing on the RSVP control VCs. 
Latency in dynamically setting up new RSVP signalling VCs. 
Complexity of implementation. 

Different options to assign VCs for RSVP signalling messages are proposed in [ B C B ' ~ ~ ] :  

Use the Same VC(s) as for the data. 
Use a single VC per session. 
Use a single point-to-multipoint VC multiplexed among sessions. 
Use multiple point-to-point VCs multiplexed among sessions. 

7.1 Same VC for Data and Control Traffic 

RSVP signalling messages are sent on the Same VC as the data traffic. The main advantage 
scheme are: 
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No additional VCs are needed beyond what is needed for the data traffic. 
There is no ATM signalling latency for PATH messages. 
There is also no multiplexing with control messages from other RSVP sessions, therefore the com- 
plexity is very low. 

i s disadvantages are: 9 
When data traffic is nonconforming, RSVP messages may be dropped ("fate sharing" with data). 
Even though RSVP messages are resilient to some level of dropping, this may lead to repeated tear- 
ing down and reestablishing QoS VCs. 
If the communication is multicast, PATH messages will be able to use the point-to-multipoint VC 
that was setup for data transmission, but in the upstream direction, the RESV messages cannot be 
sent using that VC, since point-to-multipoint VCs are unidirectional. In this case, RESV messages 
will have to use another VC. 

$2 Single RSVP VC per RSVP Reservation 

option means using a separate VC for RSVP signalling traffic, in parallel with the QoS VC for the 
In this case the number of VCs needed is twice the minimum required, however there is still no 

ultiplexing between sessions and therefore the implementation complexity is still low. Once a data VC 
a separate signalling VC is also created. 

In the case of multicast this solution again shows deficiencies. Since the RESV messages have no 
ay to be sent in the reverse direction of the PATH messages they still need a special VC. 

il .3 Multiplexed Point-to-Multipoint RSVP VCs 

I .4 Multiplexed Point-to-Point RSVP VC's 

a 
L 

Y'his approach uses one point-to-point VC from each ingress device to each of the egress devices. By 
csing bidirectional point-to-point VCs it is now possible that PATH and RESV messages follow the 
Same path through the ATM network. This allows for a certain saving of VC space. While the scheme 
allows for multiplexing between sessions, it requires the Same traffic to be sent on each of several VC's. 

The number of VC's will be at most n(n-1)/2, where n is the number of edge devices. 

11 this scheme each ingress edge device uses a point-to-multipoint RSVP signalling VC for each unique 
cet of egress edge devices. With this approach the number of VCs needed is much lower, since it allows 
r~ultiplexing among control traffic that shares the Same ingress edge device and the Same Set of egress 
~ d g e  devices. The likelihood for a multiplexing gain is greater if the number of edge devices surround- 
i ~ g  the ATM network is not too large, since otherwise the probability that two different groups have 
exactly the Same egress routers can become very low. 

A problem of this scheme is due to dynamic membership in IP multicast groups, which might lead to 
different Set of egress edge devices for a certain multicast group. The RSVP control traffic must now 
se a different point-to-multipoint VC to be transferred. 

Nevertheless, the number of VCs used will be lower than in the one signalling VC per reservation 
approach. The exact savings depend on the Patterns of the traffic and the topology of the ATM network. 

1.5 Alternative Scherne 

he options presented above all share the idea to let RSVP control messages follow approximately the 
path as the data, reaching their next/previous hops as in an IP network. An alternative scheme, as 



proposed in [SCSW97], uses a centralized server for receiving and sending RSVP control 
over the ATM network. Moreover, this server also acts as a multicast address resolution 
EARTH [Smi97]. This way, regardless of the next/previous hop to which a 
it will always be sent to this server, the so-called Multicast Integration Server(M1S). In 
utilizes a completely new signalling between edge-devices and the MIS, for 
the layer 2 level, which unifies the multicast address resolution messages 
sages. 

The main problem of this model is its scalability, since the server, following the model 
[SCSW97], must keep state of all RSVP sessions, Senders and receivers, and carry out 
ing for all these sessions. Moreover, this RSVP processing is also necessary in the 
thus duplicating not only the RSVP State Information but also the RSVP processing. 

Figure 7: Multicast Integration Server Architecture. I 
7.6 Observations and Own Scheme 

Probably none of the above solutions is optimal for every environment. An approach that 
messages through the Same VCs as the data packets tries to imitate the model followed in 1 
works. In these networks RSVP messages are sent like normal data packets because th 
treated in any other way. However ATM networks allow for isolation between data and 
using different VCs. On the other hand, using one signalling VC for each RS 
resource-intensive. Schemes for saving signalling VCs by multiplexing control traffic bet 
may be too complex to implement. Moreover, it is not always obvious that the effort is 
potential for control traffic multiplexing. The multiplexing approaches seem to make m 
core of the network. 

If the problem is restricted onto the unicast case it is much easier to solve. In this C 

sages could simply be sent on the point-to-point VC Set up towards the receiverlne 
some bandwidth if necessary in the reverse direction of the VC, for the upstream cont 
RESV messages. 

The main difficulties arise with the multicast case, where some nodes may be reach 
effort VCs, and others through QoS VCs. Of Course, none should stop receiving RS 
to the fact that in an IP Multicast over ATM implementation there will probably al 
for address mapping, as e.g., MARS or EARTH. This instance could be used for R 
ery. For example, MARS could be used as a Multicast Server for RSVP messages, 
sibly use of the VC connections that it maintains already with all the cluster client 
its knowledge about the IP multicast group-ATM addresses relation. This mode 
simplification of the model proposed in [SCSW97]. The simplification lies in n 
processing in the extended MARS but only forwarding RSVP messages to the ap 



is way, all RSVP messages should be sent always to the server, which will only forward them to the 
destinations. Therefore, this server becomes a RSVP message multicast server in addition to 

address resolution server. With these two properties some processing with the RSVP 
essages could be done in this server, in order to simplify things as for example shortcuts. The receiver 

messages directly to the source, if the server does not modify the previous hop object 
Alternatively they could be sent to the server, if it included its address in the previ- 

messages. In this case, the server could include some objects into the RESV 
address of the virtual receiverlnext hop, in order to simplify a shortcut from 

edge device. 

MARS MARS 

Source 

MARS V 

I Figure 8: MARS as RSVP Message Server. 

sent to the MARS as they are, or encapsulated in new MARS messages. The 
of encapsulating would be the possibility to let MARS clients include some more informa- 

from which MARS client a message was sent. This information would be useful, because if 
VC is used to deliver RSVP messages all MARS clients will receive them, including 

the message. With this information, the MARS client process will only pass the 
daemon, if the message has not been sent by that cluster client itself, 

client is a member of the group the RSVP message is addressed to. 

possible improvement [Mi1951 of all the strategies for delivering RSVP control messages over the 
TM network is, that once a QoS VC is Set up for a flow there is no need to refresh RSVP state along 

hat Segment of the flow. RSVP messages would only need to be sent if the QoS Parameters of the flow 1 ere to be changed, or if the flow were torn down. This would eliminate the problem of RSVP mes- 
dages implosions at sources of large distribution trees, except during initial setup, but would produce 
liard state at the edge-devices of the ATM network. 
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8 Shortcuts vs. Hop-by-Hop 

Advantages are 
that lower delays can be achieved due to maximizing the switched path, 
that ATM's PNNI and its QoS routing capabilities can be utilized over the whole ATM 

not just a LISICluster, and 
that routers are off-loaded, thereby avoiding them to become bottlenecks. 

Disadvantages are 
that the virtual source to the Al34 network might become overloaded due to a so-called 

problem: if the ATM network becomes large, then there will be too many reservations to 
many RESV messages to process, 

that shortcutting reduces the potential for aggregation of flows at the network layer, 
share the Same ingress edge-device the closer the ingress edge device is located to the 

In figure 9, PATH messages are delivered hop-by-hop to the final egress edge device. If the 
routers do standard RSVP processing then they will each "sign" the PATH messages as previclus 
According to the thus established PATH state, RESV messages will be transported back 
the reverse direction Setting up a concatenation of VCs between the routers connecting differe 
MARS clusters. 

Let us suppose now that all intermediate edge device forward PATH messages without modi:!ying 
previous hop object. Then the RESV message of the final egress edge device would be sent 
the ingress edge device and from there a shortcut VC to the egress edge device could be 
This is only an example of a inodification in the router behavior that would allow shortcuts fo: 
signalled data flows. 

Before considering approaches to support shortcuts, the general merits and drawbacks of 
nique should be recalled: 

Hence, shortcutting is not good by virtue. We must thus determine when establishing a shortcut is really 
worthwhile. A prerequisite to establishing a shortcut is that the amount of data and the lifeti e of the 
flow are large enough to justify the effort. The decision to establish a shortcut should be base on the 
load of the intermediate routers as well. If those are already very loaded, then a shortcut mig t be the 
only possibility to establish data flow across the ATM network. The VC management scheme to support 
shortcuts should thus take into account state Parameters of the ingress edge device and all the in ermedi- 
ate routers of the hop-by-hop path. In general, the following baiic rules can be given: i 
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If the source is not able to support shortcuts, then, in case of an RSVP Session, the next 
requests should be processed and merged by the intermediate routers. 
If the source supports shortcut and any of the routers is overloaded then a shortcut 
lished. 
If the source supports shortcut and none of the routers is overloaded, both, shortcut 
are principally possible. 
If the source and the routers are overloaded, none of both schemes will work. 

In the next sections we will analyze some existing approaches and propose new ones for shor cutting. 
This investigation will be made along the criteria of best-effort vs. QoS and uni- vs. multicast tr ffic. I 
8.1 Shortcut for Best-Effort Unicast Communications I 
In the best-effort cuse, shortcuts should not be necessary, as this kind of traffic has no stric timing 
requirements. Anyway, if a shortcut is desired, the standard way for unicast to establish it, s using 
NHRP [LKPC98]. NHRP is the IETF's extension of ATMARP for getting ATM addresses of I nodes 
outside the local LIS. NHRP messages are encapsulated in IP packets and sent using IP routin . If one i 



new of 
is 

message the nodes in the IP path has in its cache the ATM address of the IP address requested, 
sent back to the source node with this information. 

this case, both, the subnet-receiver and the subnet-sender, could setup the shortcut VC since point-to- 
int VCs are bidirectional and asymetric. However, a subnet-sender approach is probably more reason- 
le, since the ingress edge device certainly knows best about his current load due to processing of 

So, we only regard the subnet-sender-initiated shortcuts here. If shortcut is desired for this 
reservation request has actually been issued by the receiver, then the RESV messages should 

by the ingress edge device, and not by any of the intermediate routers. There are dif- 
to achieve this: 

8.2 

1. The virtual source could include into the PATH message an object that contains its ATM address, 
so that the subnet-receiver who requests a reservation can send its RESV message right to it, as sug- 
gested in [BFGK96]. That would, of Course, mean modifying the RSVP protocol by including this 
new object and adequate processing for it. 

Figure 9: NHRP Protocol. 

Shortcut for QoS Unicast Communications 

Figure 10: PATH message with source ATM address. 
2. By means of some indication the receiver could tell the routers not to process the RESV message 
but forward it to the ingress edge device. This way the subnet-source would See the final egress edge 



device as next hop and could establish a shortcut to it. 

Figure 11: Forwarding "unmodified" RESV message upstream. 

Another question is: how does the subnet-source know the ATM address of the subnet-rece 
possible solutions are: 

1. Use NHRP to get that ATM address. It may take some time, however, since it is expect 
lifetime of the connection be much longer, that should be acceptable. 

\ I Edge-device. 
ATM address: X 

Sourcc 

0 
'.RESV' X )  Receiver 

knows X 

Figure 12: Non-RSVP capable edge device. 

2. Include a new object in the RESV message which carries the ATM address of the subn 
to which the shortcut should be established [BFGK96]. This solution would also per 
RSVP capable egress edge device. The next RSVP-capable hop would be connected t( 
device. It sends its RESV message including the ATM address of the egress edge device 
object. This way, the source knows the ATM destination of the QoS VC. 
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13.3 Shortcut for Best-Effort Multicast Communications - Extending MARS 

n this case there are no RSVP messages or, at least, there are no reservations yet. Let us suppose that 
e are using MARS in conjunction with the VC-mesh approach. Then, for inter-cluster communica- 

ions, one or several multicast routers will be used as illustrated in figure 13. I 

Best efTort VC 

R3 

RI 

I Figure 13: Multicast with multicast router (hop-by-hop). 

we desire to establish a multicast shortcut, MARS needs to be extended in a similar way as ATMARP 
ad to be extended to NHRP in order to Support shortcuts for the unicast case. There are however some 

problems when trying to establish shortcuts for the multicast case: 

1. How does a source get to know the ATM addresses of receivers outside its own cluster and how 
should it keep track of membership changes outside the cluster. MARS should be modified to pro- 
vide this information to the source. Therefore a form of coordination between MARSes is probably 
necessary. 
2. It is possible that the number of receivers or members of a group exceeds the greatest point-to- 
multipoint VC a source or the ATM network is able to Set up, as explained in [Arm97a]. In this case, 
either the number of group members must be limited, or a mixed scheme of using shortcuts and 
multicast routers could be designed for this situation. However, both options have their drawbacks. 
To limit the number of members in a group could certainly be very restricting for future large-scale 
multicast applications. The mixed scheme of using shortcut and hop-by-hop requires a complicated 
management due to the fact some receivers receive data through the shortcut VC while others get 
them from the hop-by-hop path. This would also results in different QoS for those two kinds of 
receivers. 

,4n alternative to alleviate at least the second problem would be to have some kind of multicast Servers 
n order to aid the source, in case no more leaf nodes can be added to the point-to-multipoint VC. This 

scheme would result in a cascade of sources,. Usually, a very small number of cascaded sources will suf- 
:ice. In most cases, no more than one of these devices should be needed in any multicast communica- 



tion. This is valid if the number of group members is less than twice the maximum number ( 

allowed in a point-to-multipoint VC. The case of one auxiliary source is depicted in figure 14. 

Figure 14: Cascaded Sources. 

No IP processing is needed in the auxiliary multicast Servers, because its only function is to ex 
point-to-multipoint VC of the source. Thus, instead of a multicast Server at the IP level it coulc 
device which only takes incoming cells and forwards them on a point-to-multipoint VC. It is 
necessary to do AAL processing within this node. 

Extending MARS 

In this section we propose extensions to MARS in order to allow shortcuts in the multic; 
Another proposal to extend MARS with shortcut capabilities, the VENUS architecture, is expl 
[Arm97b]. 

One of the problems that must be treated is how the source gets to know the ATM addressc 
receivers outside its own cluster. First of all, MARS-REQUEST messages should be modified 
to let the source specify if shortcut instead of normal hop-by-hop routing is desired. This < 
achieved by adding a new TLV(Type-Length-Value) field in the MARS-REQUEST messagc 
indicates to MARS that the source would like to establish a multicast shortcut. 

In turn, the MARS should then answer in its MARS-MULTI message with all the ATM add 
the ATM subnet-receivers of the group. To be able to do that, a scheme that allows MARS to E 
addresses of receivers registered at other MARSes is needed. Therefore some messages 
MARSes from different clusters is necessary. In the unicast case with NHRP, a request messag 
inside an IP packet, being forwarded to different NHSes(NHRP Servers) until one of them k1 
ATM address requested. In case of MARS, this request message should be addressed t 
MARSes. However, the requesting MARS does not know which other MARSes have membe 
group, so two approaches are possible: 

1. Send the request message, one by one, to all the MARSes of the network. This certainl 
scalability problems if the number of MARSes is becoming large. Furthermore, the re 
MARS would need to know the ATM addresses of all MARSes in the ATM network. 
2. MARSes should be also IP nodes. This way, they could join a specific IP multicast gro 
cated to the inter-MARS communication. Thus, requests for group members of specific IP I 
groups would be received by all MARSes, and the ones that have members of that grour 
cluster could answer with a list of the group members and their ATM addresses. The ansu 
be sent as an IP packet back to the source IP address of the multicast packet received, 
requesting MARS, or, alternatively, to the multicast group of all MARSes. The second op 
result in more traffic than the first one in general and seems therefore inferior, but would 
advantage that group membership information could be cached by MARSes even if they 
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yet requested it. 
3. MARSes are in higher level cluster with one dedicated MARS to which requests are sent and 
which sends answers back. 

MARS2 * wiih shoiicul 
indicaiion. 

R I RI 

source MARS2 

R I 

source 

4.MARS- LTI:(RI .R2,R3) . P R2 

I Figure 15: MARS extensions. 

ith one of theses approaches, it  is now possible for the MARS of the cluster in which the source is 
W all the receivers that currently belong to the group, as illustrated for the second 

15. However, IP multicast groups are dynamic, thus membership changes in other 
ed in some way. 

One possible approach is that each of the MARSes adds the requesting MARS to its Control Cluster 
C, so that if changes in group membership occur, the requesting MARS is aware of them. This solu- 
on is certainly not scalable since the requesting MARS must be added to all the Control Cluster VCs 
nd must process the information received on all of them. It should be noted that it would even need to 
e added to the Control Cluster VC of clusters that have no members for that group, because they might 

A more scalable solution would be to indicate group changes to other MARSes by encapsulating 
se messages in IP packets. These packets should only be sent in case that, for the group that has 

anged, a requesting MARS message has been received, i.e., there is a source somewhere in the ATM 
etwork using multicast shortcut for that group. This way group changes would be delivered by IP 
ckets between different MARSes. The question is how a MARS knows where the shortcut sources are 
d whether they are still active. A MARS-REQUEST message with a shortcut indication from a 

ARS can be Seen as a way to register as'a "shortcut source" within this cluster. Sim- 
t message sent to the IP multicast group of MARSes can be a way to register within all 

MARS with shortcut sources for that group". With this information each MARS 
e changes for that group could notify them to the MARSes which have a shortcut 

p. When a source decides to finish its connection, a message should be sent to the 
lete this source as a "shortcut source". This could be done by introducing a new type 

message in the MARS protocol, or simply using a MARS-REQUEST message with a TLV field 
dicating that the source does not need shortcuts any more. A sirnilar message should be sent by the 



MARS to the IP multicast group of MARSes in order to be deleted as "MARS with shortcut 
for a particular group, if it has no "shortcut sources" for that group any more. 

The main problem of this solution and the one proposed in [Arm97b] is scalability. The sami 
tions about the MARS cluster size, as explained in [Arm97a], can be applied to the presentec 
extension. Therefore, as [Arm97b] concludes, in essence, there is little difference between a 
domain, or in our case, the set of clusters participating in shortcuts, and a large MARS cluster. 1 
lead to the conclusion that the problem of multiple-LIS multicasting could also be solved by sin 
ating a Single large MARS cluster as proposed in [Smi97]. 

UNI 4.0 LIJ Facility 

If UNI 4.0 Leaf Initiated Join is available, short-cut for multicast best-effort comrnunication 
simplified to some extent. For best-effort multicast communications the LIJ facility is useful, si 
the source does no longer need to know the ATM addresses of the members of the group. With 
the receiver who joins the point-to-multipoint VC(s) if it desires to receive best-effort multic 
over a shortcut VC. Therefore, the problem now is to find out the identifiers (GCLDs) of the 
point-to-multipoint VCs for that group. MARS is currently designed to provide the ATM addi 
members of a group. Some extensions or a different protocol would be necessary to provide a 
which wants to use LIJ with the GCIDs of the point-to-multipoint VCs of the group. 

8.4 Shortcut for Multicast QoS Communications 

One of the problems in implementing shortcut in the best-effort case is that, because of the IP r 
model, the source neither knows nor is informed about which members there are in the grour 
fore, a procedure for the source to get to know this information is required. MARS is an implerr 
of such a procedure, but its coverage is limited to the cluster. The problem, thus, was extendini 
so that it works also for inter-cluster communications in a scalable manner even if dynamic mer 
is taken into account. 

For the QoS case, where RSVP signalling is used, establishing shortcuts becomes actual 
than in the best-effort case. Because when a receiver requests a reservation sending a RESV mc 
the previous hop, it is explicitly notifying its identity (by means of its IP address at least, if n 
sions are being made). Therefore, the source knows which are the receivers of the group by r 
the RESV messages. No additional mechanisms are necessary for finding the identity of the vir 
tinations. 

If shortcut is being used for best-effort multicast data and thus for PATH messages, the prev 
of the PATH message where the receiver has to send its RESV message to, is the ingress edg 
itself. If hop-by-hop is being used, the PATH message could be modified to contain an indicatio 
multicast routers to not modify the previous hop object of the PATH message. Hence, the 
would send its RESV messages straight to the source. With both methods, the ingress edge wo1 
the IP addresses of the receivers to which a shortcut VC shall be established. However, what it 
know is the ATM addresses of the subnet-receivers, the leaves of the shortcut point-to-multipoii 
is the Same problem as in the unicast QoS case and thus the Same approaches are possibly ap 
The first option is to use NHRP to discover the ATM addresses of receivers outside the cluster. 
the advantage of using a standardized mechanism, this has the following drawbacks: 

1. The delay until a QoS VC is established could be too long, especially if the multica 
becomes larger and more dynamic. 
2. There is a problem with non-RSVP capable egress edge devices, because for those next 
ATM network egress will not be the Same machine. 
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A more efficient solution would be to include a new object into the RESV message, which contains the 
ATM address to which a shortcut should be established, as described for the unicast case. This way 
zvery member of the group which wanted to receive data with QoS could send a RESV message con- 
taining additionally the ATM egress point. With this information, the ingress edge device could add it to 
in existing shortcut point-to-multipoint VC, or could create a new shortcut VC, or could take any other 
jecision depending on the VC management strategy being implemented. 

Figure 16: Fonvarding RESV messages. 

 NI 4.0 LIJ Facility 

3 n  first glance, LIJ seems to be a good match with the receiver-oriented philosophy of RSVP. However, 
when a receiver requests a reservation, a RESV message is sent upstream, but the actual reservations are 
zarried out in the downstream interfaces. Therefore, in the ATM context, it seems reasonable that the 
subnet-sender should be the one who Sets up the branch of the point-to-multipoint VC. 

With LIJ, however, it is possible that the .branch is setup by the subnet-receiver when the RESV mes- 
sage arrives at the egress edge device. If LIJ is used, then a useful modification of RSVP would be to 
nclude the GCID of the shortcut point-to-multipoint VC into the PATH messages sent by the ingress 

cdge device in order to be able to join that VC by the egress edge device. As an advantage of using LIJ 
:he load in the ingress edge device would be lowered and thus a better scalability with the number of 
.:eceivers could be achieved. 

If a VC management strategy that permits the use of multiple VCs for a Single RSVP session, in 
~order to e.g. Support some degree of heterogeneity, a receiver might either be offered a choice of differ- 
:nt VCs which he could join or the source decides according to global criteria which VC is appropriate 
:'or a receiver to join and just sends one GCID in the PATH to the egress edge device. Here it becomes 
3bvious that LIJ is not such an elegant solution as one would expect at first. While a choice of different 
VCs to join does not optimize the VC management according to global criteria, the other option of 
cleciding which VC is appropriate for a receiver at the virtual source before a RESV message has been 
meceived is very restricting. The centralized nature of VC management strategies just does not fit very 
well to the decentralized concept of LIJ. 

1.5 Loeation of the Shortcut Deeision 

he fact whether shortcuts are used for best-effort traffic or not, affects the way RSVP control messages 
delivered over the ATM network. This, in turn, influences the way shortcuts for RSVP flows can be 

and which instance decides about the establishment: 

If shortcut is being used for the best effort traffic, establishing shortcut for the QoS case is straight- 
forward, since the RSVP PATH messages travel from the ingress edge device straight to the egress 



edge device, without any intermediate IP nodes. Therefore, the previous hop is the ingrt 
device. In fact, in this case there is no other choice than using shortcut for the QoS case. 
If hop-by-hop is being used for the best effort case, using shortcut for QoS traffic might be 2 

tive of: 
the ingress edge device, 
the egress edge device, 
the intermediate routers. 

If the source decides using shortcut, one of the methods explained above methods, as e.g. m 
the PATH message, should be utilized. Some changes are also needed in the intermediate rc 
order to avoid them modifying the previous hop object of the PATH message. 
If the receiver wants to use shortcut, then the RESV messages could be sent right to the s 
ingress device, regardless of the previous hop of the PATH message. A possible way to be al 
this is to include the ATM or IP address of the ingress edge device into the PATH message. 

If hop-by-hop is being utilized for best-effort traffic and receiver-initiated shortcuts for 
traffic are desired, it requires some coordination between the receiver and the multicast rout 
best effort traffic goes through. This is needed in order to delete the nodes that are using 
VCs from the best-effort VC. 

In case QoS traffic would be delivered hop-by-hop, deleting the receiver from the best-e 
when it requests a reservation is also necessary, but here an intermediate router knows which 
requested a reservation, what kind of reservation (i.e. style) and for which source(s). With tk 
mation, the mrouter can decide whether that node should be deleted from the best-effort 
added to another, or whether it should be kept in the best-effort VC because there are othei 
for which the receiver has made no reservation request (e.g. if FF is used). 

The problem in the shortcut case is now that an intermediate router does not have this infc 
if the receiver sends its RESV messages directly to the source/ingress device. Therefore, RE 
sages should be sent hop-by-hop but with an indication that they are for shortcut (this indic: 
be simply the presence of the ATM address object inside the RESV message). Then the routt 
make the appropriate actions in order to permit shortcut. 

If the decision of using shortcut is taken by intermediate router(s), this should be based on 
ters like: 

current load of the router, 
*TSpec contained in the PATH message, 

andlor FlowSpec of the RESV message sent by the receiver. 
The aim of an intermediate router-initiated shortcut is to optimize its utilization, and at 1 
time, to avoid congestion (bottlenecks). 

In order to allow for the establishment of a shortcut the intermediate router should for 
RESV message to the previous hop without modifying the next hop object. This would er 
previous hop to Set up a shortcut VC bypassing a possibly overloaded router. Note that the 
hop may be the ingress edge device or another router. In the first case, a complete shortcu 
established, while in the second case, two possibilities may occur. This router also takes the 
to be bypassed and also fonvards the unmodified RESV message. The other choice is that t! 
decides not to become the start-point of the shortcut. If this happens, a "partial shortcut" f 
router to the receiver will be established and the RESV message sent to the previous hop wil 
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Figure 17: Partial Short-Cut. 

) Aggregation of Flows - Saving VC Space 

he use of mapping models for which one flow is mapped onto one or several VCs has the advantage of 
irectly utilizing ATM traffic control and scheduling mechanisms. The drawback of such direct map- 
ngs is the potentially large the number of VCs that are being consumed. This might lead to an exhaus- 
n of the available VC space, or at least to a relatively expensive VC management strategy if the ATM 
iffs will have a certain amount of fixed costs associated with the setup of a VC. 
Therefore, it is interesting to consider VC management strategies where several RSVP flows are 

ultiplexed over a single ATM VC in order to lower the resource consumption and price of the VC 
anagement strategy. A consequence of aggregating several flows into one VC would certainly be that 
M's traffic management mechanisms could no longer be utilized as straightforwardly as before. Fur- 

her traffic control modules between RSVP and ATM would be necessary in order to manage the avail- 
le resources of a VC among the different flows being multiplexed on it, ensuring the per flow reserved 

The notion of a so-called aggregation model has been introduced in [BCB+98], where VCs are Set up 
ween edge devices, in order to multiplex different RSVP flows from different sessions onto them. 
e main advantages of this method [BCB+98], as explained in, are: 

4 There is no signalling latency since VCs are expected to exist already in the usual case, therefore no 
time will be wasted in setting up the VC. 
There is no ATM-specific problem with heterogeneity, since in this case VCs would be managed like 
configurable point-to-point links. 
The Same applies to the dynamic QoS problem. 
It is more scalable than the 1 VC per flow model. 

2. 

r 

'?he use of a pure aggregation model, i.e., establishing big "pipes" between edge devices does not make 
iise of all facilities provided by an ATM network. Take for example ATM's PNNI and its QoS routing 
capabilities: if an aggregation model is used then there might be situations where a 1 VC to flow map- 
ping model would have found a path through the ATM network for a certain reservation request while 
with the aggregation model the request may be rejected since no special route could be supplied. 

The aggregation model seems most suitable for the core of the network, since there is a large poten- 
tial for multiplexing of different flows to justify the increased complexity conjuncted to it. For edge net- 
lvorks the 1 VC per flow models might make more sense, since scalability is of lesser importance due to 

much smaller number of flows. 
So, a mixed scherne using both kinds of models could'be used, by first separating the IP over ATM 

etwork into two Parts, as proposed in [SDMT97]: 



Access networks: ingress and egress edge devices would be part of the access network. ' 
expected to sendlreceive a "low" number of flows. 
Backbone network: routers inside the ATM network would constitute the backbone netwo~ 
large number of flows due to multiplexing of traffic. 

Bnckbone IP over ATM neiwork. , 

TM access node 

Figure 18: Access and backbone network. 

In order to make this distinction between access and backbone networks, different types of 
devices can be identified depending on their relationship within the IP over ATM network: 

Edge devices: These are nodes connected to both, ATM and non-ATM networks. Their func 
work as ingresslegress points tolfrom the ATM network. 
ATM hosts: These are IP nodes, which are directly connected to the ATM network, but whic 
carry out any of the functions of an IP router. 
ATM-only routers: These are IP routers, which only route between ATM subnetworks. D 
high bandwidth available with ATM they are suited for the backbone of a large IP netwo 
Internet. Thus, ATM-only routers are expected to receive and forward a large amount of traf 

Access Networks 

When we refer to access network, we mean the nodes in the IP network which function as acce 
to the IP over ATM network (or simply, to the ATM network). It is clear that these nodes mighl 
be backbone nodes in the overall IP network, since especially nowadays ATM is still being use 
in the backbone of the IP networks, if at all. 

Nodes in the access network would be edge-devices or ATM hosts (this is a special case V 
host is the access point to the ATM network for a degenerated IP network represented by the ho 
These devices could use the one or many VCs per flow models, depending on the degree of het 
ity to be supported. 

If a MCS approach is used for multicast communications (see section 1 I), it is not obvious 
network, the access network or the backbone network, a multicast Server should belong. Eve 
this is an ATM-only attached device, the traffic managed might still be suitable to use a 1 VC pc 
n VC per flow mapping model. 

On a hop-by-hop basis, data would be transferred from the access network to the backbone 
and finally to the access network again. Shortcuts would be an exception to this behavior, s 
would be transferred directly from the access network to other device in the access network wil 
intervening routers. The use of shortcuts with the aggregation model seems difficult to coorc 
shortcut is an ATM connection from an ingress device to an egress device. The purpose of a sl 
to bypass intermediate routers exploiting a larger ATM connectivity and utilizing the benei 
NNI's QoS routing capabilities for a Single reservation request. However, these shortcut VC 
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ave much potential for multiplexing of different flows into one VCs since their endpoints are situated 
i the access network and the route through the ATM network is customized to a specific reservation 
r 1 quest. Hence, shortcuts and aggregation have an antagonistic relationship. 

4 ackbone Network 

he backbone network consists of ATM-only routers and possibly some multicast Servers. In the flow 
ultiplexing model, ATM SVCs are used to build custom bit pipes linking the ATM-only routers 
DMT971. These routers are then in charge of collecting incoming IP flows and QoS requests, multi- 
xing them depending on their IP destination, and managing the characteristics of the outgoing ATM 
Cs. Traffic Control Modules are necessary at the IP level to control the QoS received by each flow 

thin an aggregated VC. From the perspective of RSVP, the VCs are viewed as logical network inter- 
Ces that can be reconfigured with regard to their bandwidth. 
An obvious problem for the aggregation model is the handling of multicast transmissions if point-to- 
ltipoint VCs shall be used in order to avoid unnecessary duplication of data in the ATM network. All 

WS being aggregated in ~ point-to-multipoint VC should have the Same next hops, or otherwise, the 
hops must be prepared to receive traffic not addressed to them, which however would waste 

urces. If the number of nodes in the backbone network is low, then there might be a certain proba- 
ty that for multicast communications the next hops are the Same or at least almost the Same in differ- 

ulticast groups. In this case, aggregating point-to-multipoint VCs may be applicable. Yet, if the 
umber of nodes of the backbone network is becoming larger, the potential for multiplexing different 
ows rapidly diminishes especially if an exact match for the set of next hops is demanded. That means 
hile the use of point-to-multipoint VC would lower the load at the entrance to the backbone due to the 

idance of data duplication, it would increase the VC usage. On the other hand, the usage of point-to- 
int VCs would increase the load at the entrance due to the required data replication, but would con- 
me less VC space. Moreover, with the point-to-point VC option, there is no issue with heterogeneity 
ce automatically a full heterogeneity model is supported. If point-to-multipoint VCs are being used, 
VP regards the aggregated VC as a broadcast medium, and thus, since ATM does not allow "varie- 

ted" VCs yet, a QoS change request will change the reservation for that flow in the whole VC. There- 
re, all receiverslnext hops will receive the new, higher QoS (with no delay if the VC does not need to 

e changed). Hence, using the aggregation model with point-to-multipoint VCs does not allow hetero- 
eneity among the leaf nodes of each flow reserved, the Same way that it is not supported in Ethernet 
etworks. The complexity of using the aggregation model with point-to-multipoint VCs leads us to the 
onclusion that this model is more suitable for point-to-point VCs, between a reduced Set of nodes. 

As mentioned already, if the aggregation model is being utilized, changes in QoS reservations are 
anaged at the IP level by means of RSVP and the traffic control modules. In the usual case, no 
anges should be necessary at the ATM level. Only in exceptional cases, if the modified reservation 
uests causes the resource consumption of an aggregated pipe to fall below or above certain thresh- 
s, a VCs QoS needs to be modified, i.e., with current signalling to be torn down and setup with the 

W Parameters. It is of Course far from obvious how to choose these thresholds in order to cause the 
odification of a VC to be an exceptional event. However, the advantage of incurring no signalling 
tency for the setup of a reservation depends on that property. 

he discussion above suggests that the aggregation model is not very suitable for changing environ- 
ents, where new receivers are joining or leaving groups rapidly and reservations are changing fre- 

uently. However, it is suitable if the number of nodes is small, but the amount of traffic managed is 
1 ge and on average relatively stable. Accordingly, the aggregation model is only suitable for the back- 
one network, whereas for the access network, other flow to VC mapping models are preferable. 

Alternatively, an aggregation model at the RSVP level, as proposed in [BV98] might be used, which 
ould also decrease the RSVP state necessary in backbone nodes. i 



3 1 

10 Dynamic QoS 

From the point of view of multicast, the emulation of RSVP's dynarnic QoS over th 
depends on the heterogeneity model that is being used. The extreme case is using a 
model. If the new QoS requested is larger than the QoS of the existing point-to-mult 
of the VC must be changed, i.e. the VC must be torn down and setup again with new 
the Same situation as if a new receiver requested more resources than the already 
offers. 

For models that permit some degree of heterogeneity, which means different V 
Same session, a modified reservation might be honored by just deleting a node fro 
to another if the modified QoS can be provided by that VC. This less resource-CO 
of dynamic QoS changes is a further argument for some Support of heterogeneity within the 
work. 

Since dynamic QoS changes lead to a certain overhead for signalling and pos 
the main issue is the question how to avoid such changes as far as they result in 
actions. A possible strategy could be to allocate some extra resources for the 
[BCB+98]. An RSVP over ATM implementation should allow tuning this amoun 
that experience with this Parameter will demonstrate whether it is really usefu 
than what was requested should be allocated. This is of Course dependent on ho 
cations are with respect to their resource reservations. Furthermore, economic 
important role. The cost of over-allocating some resources during a certain ti 
tized by the reduced rate of necessary QoS changes at the ATM level, thereb 
for setting up VCs. 

11 Multicast Data Distribution I 
The IP Multicast model does not require explicit knowledge about which source(s) are sending; 
send data to a multicast group. The connectionless characteristic of IP allows that any node in 
work can send data to the group address, thus becoming a source for that group (possibly even 
being a member of that group). Therefore, multipoint-to-multipoint communications are 
this model, the source needs no information about the receivers for that group, either. For IP 

While 1. is certainly the most complete solution, it is not a reality with current ATM signal ing and 
might never be provided by ATM networks. The other solutions are basing on current signalli g facili- 
ties and thus take a pragmatic approach. We will discuss these in more detail. Further discussio s can be 
found in [ B C B ' ~ ~ ] ,  [Arm961 and [TA97]. i 
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1. Make multipoint-to-multipoint VCs available on ATM networks: SMART [GL096]. 
2. Set up point-to-multipoint VCs from each virtual source to the ATM network: VC-Mesh. 
3. Use of Multicast Servers (MCS) as points of traffic aggregation, i.e., each source Sets up 
to-point VC to the MCS, while the MCS Sets up a point-to-multipoint VC to the receive1.s 
group. 
4. Use a mixed solution between 2. and 3. 

a point- 
of the 

transrnissions, multicast routing protocols like CBT, MOSPF, DVMRP, PIM(SM or DM), et 
multicast distribution trees whose leaf nodes are those routers, in whose attached networks 
group members. 

On the other hand, the non-broadcast characteristic of ATM necessitates the knowledge 
identity of the receivers of a multicast group, in order to be able to setup the data paths using 
multipoint VCs. Procedures, as e.g. MARS, for getting this information have already been 
section 5. The problem now we are concerned with now is the establishment multipoint-to-m 
cornmunications over ATM networks. There are different solutions: 
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he VC-Mesh solution is the most straightforward solution. In this case, the multipoint-to-multipoint 
ommunication is realized by means of several point-to-multipoint connections. Its main advantages 

Ire: 

1 its simplicity, 
that it allows flexibility for VC management, since each ingress edge device can request the appro- 
priate QoS for its point-to-multipoint VC or even use several VCs if heterogeneity is desired, 
its low latency, since no intermediate reassembly is needed, 
that ATM signalling can ensure optimal branching points. 

I n  the other hand, its disadvantages are: 

that it produces a higher signalling load, especially if dynamic membership is taken into account, 
resource consumption is growing linearly with the number of sources. 

t 1.2 Multicast Servers 

multicast server(MCS) is a device that accepts cells from multiple senders and sends them via a 
int-to-multipoint VC to a Set of receivers. The MCS reassembles AAL-SDUs arriving on all the 
coming VCs and queues them for transmission on the single outgoing point-to-multipoint VC. The 
assembly is required because AALS does not support cell level demultiplexing of different AAL- 

Us. Although AAL314 does, it is not a good encapsulation method for IP packets, since it involves a 
uch higher overhead than AAL5 encapsulation. 
A side effect of using MCS is that ATM endpoints which are both, sender and receiver, receive a 

opy of packets sent by themselves, thereby creating circles if no action is being taken. To solve this 
oblem the MCS could retransrnit packets on individual VCs between itself and group members. This 
uld, however, decrease the good scalability of the MCS approach. 
Although an MCS could use different VC management strategies in order to allow for some level of 

eterogeneity support, it is not as flexible as the VC mesh approach, since data can no more be provided 
ifferent QoS according to its sender. 

The main advantages of using the MCS approach is the relatively low consumption of network 
esources and the lower signalling load in case of very dynamic Sets with a large number of sources, 
ince these dynamics must only be honored at the MCS's point-to-multipoint VC. Therefore the MCS 
pproach scales constantly with the number of sources. 

However, its main drawbacks are the comparably higher delay for packets due to the reassembly of 
ackets at the MCS, and the fact that the MCS can potentially become a bottleneck and a central point 
f failure. Using multiple MCS can help to solve these last two problems. 

It must also be noted that if a MCS makes no IP level processing for the incoming packets, thus only 
oing AALS-SDU reassembly, it can only serve one multicast group at a time, since it has no way to 

tinguish among packets addressed to different groups. With a minimum amount of IP processing, a 
CS can be used by several groups, thus improving its utilization [Arm96]. 

11.3 Intermediate Solutions 

oth, the VC-Mesh and the MCS approach, have advantages and disadvantages. Therefore, there might 
intermediate solutions which are able to combine some of these advantages while avoiding some dis- 

So let us reconsider: 

/ I. When ir the VC-Mesh approach useful ? 

If there is only one or at least a very low number of sources, so that the signalling overhead neces- 
sary for membership changes and dynamic QoS is still reasonable. In this case, the number of 



additional VCs (if there is more than one source) does not justify the use of a MCS yet. 
Mesh approach is also useful if the data has very low delay requirements, thus not allowir 
the additional processing delay introduced by a MCS. 

2. When is the MCS approach useful ? 

If the number of sources becomes larger, there is a considerable saving in number of V 
using the MCS approach. However, it must be taken care that the amount of traffic bl 
warded by the MCS does not become too large in order to avoid the MCS becoming a bc 
on the data path. Therefore, the use of a MCS depends On: 

*the number of sources, 
othe expected traffic from the sources, and 
*the current load of the MCS. 

Regardless of the scheme being used for multipoint-to-multipoint communication over P 
options for inter-cluster communication, shortcut or hop-by-hop, must be taken into accoun 
consider the best-effort and QoS case separately. 

Best-Effort Case 

In the best-effort case, the VC-Mesh approach involves the use of n, the number of sources, 
multipoint VCs. In the MCS case, there would be n point-to-point VCs and one point-to-multip 
Since the number of sources is not known in the best-effort case and must thus be assumed to 1 
tially large, the savings in number of VCs and signalling overhead argue for the MCS appro 
drawback is the added delay. However, for a best-effort Service delay requirements should no 
strict. Possible approaches to improve the straightforward use of the MCS approach for b~ 
transrnissions in order to avoid congestion in the MCS are to: 

limit the number of sources a MCS can Support, such that, if this limit is reached, another MI 
be used, or new sources could use the VC-Mesh approach, or 
measure the current traffic load of the MCS and allow according to this measurement new SI 

either be supported by this MCS, by another MCS or by the VC-Mesh approach. 

These decisions should certainly be transparent for a source, which just issues a MARS rec 
receives a reply with either the ATM addresses of the receivers or with the ATM address of the 
charge for that multicast group. However, the MARS and MCS components need to be ext 
coordinate each other in order to make the MCS state information available to MARS. An a 
that could be run at the MARS to take the decision between using VC-Mesh or MCS would be 

1. Receive MARS-REQUEST message. 

2. Ifthere is no other source "active " for that group 

2.1. Use Mesh and register this source as "active " 

2.2. Go  to step I. 

3. If MCS is "overloaded " 

3.1. Use VC-Mesh und register this source as "active " 

3.2. Go  to step I .  

4. Register this source as "active " und use MCS. 

5. Go to step I .  
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l'his is certainly a very simple algorithm which would need further improvement. For example, with 
~ i s  algorithm, the first source of a group will always use the VC-Mesh approach, regardless of how 

r ~ a n y  sources will be become active for that group later On. An alternative would be to use the MCS 
approach already for the first source becoming active. The obvious drawback, however, would be the 
reedless VC from the source to the MCS and the added delay if the source remains the only one for this 
group. A better approach might be to switch the first source from the VC-Mesh to the MCS mode by 

sing the MARS-MIGRATE message sent from MARS to the'cluster client. 
With regard to the registration of a cluster client as an active source, the MARS-REQUEST message 

could be taken as an indication for that condition. Having said above that cluster clients will not have to 
t e  modified, an exception would be an explicit de-registration as an active source in order to not block- 
ade resources uselessly and to allow MARS to take the best decision about using VC-Mesh or MCS 
r-iode for a specific MARS-REQUEST. 

An example Scenario of how such a mixed model of VC-Mesh and MCS approach could look like is 
lustrated in figure 19. 

Receiver 1 

Receiver 2 

Receiver 3 

I Figure 19: VC-Mesh and MCS: Mixed Model. 

s already mentioned, there needs to be some coordination between MARS and a MCS in order let 
ARS know about the current load Situation at the MCS. For this purpose, two new messages should 

e added to the MARS-MCS protocol. F 
0 MARS 

AT. i 1 M A R S - M c s - T E D  

MARS-MCS-U OADED 

I 0 MCS 

Figure 20: MCS load messages. 

ARS-MCS-LOADED: sent by the MCS to MARS indicating that no more sources can be supported 
y the MCS currently. 



MARS-MCS-UNLOADED: Sent by the MCS to MARS indicating that its load state perrr 
sources again (after a MCS-LOADED message was sent). 

QoS case 

On the basis of the above scheme, some extensions are necessary in order to allow for the tran 
of QoS traffic. In the QoS case delay requirements certainly become more important and s 
taken into account. Furthermore, the MCS should be modified in order to allow for VCs of 
QoS. Otherwise, the point-to-multipoint VC would not have the requested QoS characteristic 
over, heterogeneity support would not be possible. In fact, the MCS should more or less perl 
any other RSVP capable multicast router. 

For QoS communications with very strict delay requirements, the use of shortcuts is, a: 
explained, an interesting option. A trade-off between shorter latency and added resource coni 
must be made in case that there are several sources and receivers requesting QoS. It must be 
that with shortcut sources in different clusters the VC consumption of the VC-Mesh is becorr 
larger than for VC-Mesh with hop-by-hop forwarding. However, a compromise could be tc 
MCS approach but with shortcut point-to-multipoint VCs from the MCS to the receivers. I 
delay would be longer than for a complete shortcut but shorter than for hop-by-hop forwarding 
benefits of the MCS approach in terms of VC usage could be exploited. The different scen 
depicted in figure 2 1. 

MARS l MARS l 

(a). MCS aiid hop-hy-hop. I Hops. (h) VC-Mcsh and sliort-CUI. 0 Hops 

(C) Short-cui :~ l icr  MCS. I Hop. 

Figure 21: Short-cut and MCSNC-Mesh. 

In case of shortcutting from the MCS, the MCS would be the next hop in the data path for the s 
the cluster. The MCS should process the PATH messages by including its ATM address into 
that shortcuts are rooted in it. The MCS would receive RESV messages from the receivers, 
other ingress edge device, and would merge the reservations appropriately in order to send 
RESV messages upstreain to the virtual sources in the cluster. 
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12 Heterogeneity Management 

:In order to show the problems associated with heterogeneity support, let us look at the network in figure 
22, and follow the different steps in which receivers request their reservations. For this discussion, it is 
~ o t  important whether MARS or EARTH or any other multicast address resolution method is used. In 
:his case we assume that MARS is being used. 

UAIA+i'Al H 

Best effort VC 

R I 

R 2  
mrouter fl Group member. 

I Figure 22: Group members in various LIS/Clusters. 

n figure 22 we have a concatenation of VCs which serves as a best-effort distribution tree on which 
ata without any reservations is being sent, as well as RSVP control messages. If R 1 now sends a Resv t essage, S should set up a new reservation, but how should this be done exactly: 

1. Setup a new QoS VC from S to R1 and then delete R1 from the best-effort tree. 
2. Setup a new QoS VC as well, but do not delete R1 from the point-to-multipoint best-effort VC. In 
this case R1 would receive duplicate data. Nevertheless, it can be necessary not to delete the 
receiver from the best-effort VC in case S is a router. In this case, data from more than one source to 
the same group could be received and forwarded. If R1 makes a reservation for only one of them, it 
should still receive data from the other sources on a best-effort basis. 

et us assume that option 2 is chosen due to the reasons given above. This means that S now needs to 
data, one copy on the best-effort VC and the other on the QoS VC. 

Let us suppose now that R2 issues a larger reservation than the reservation of R1. What are the rea- 
for VC management now ? 

1. Setup a new point-to-point VC from S to R2: 
S must triplicate the data it sends. 

*There is a point-to-multipoint best-effort VC, a point-to-point QoS VC to R1 and another one to R2. 
2. Setup a point-to-multipoint VC from S to R 1 and R2 with the biggest reservation (R2) and delete 
the VC to R1. Now, the resources allocated in the data path to R1 are larger than it had requested. 
Then, 

What should R1 pay for ? (If it has to pay) 
S only needs to duplicate the data. 
We are saving resources in S and on the common path of R1 and R2, but we are wasting them when the 
path of the point-to-multipoint VC is separated into two subtrees. 

he choice among all these different options in our example for managing heterogeneity should cer- 
t inly also be made dependent on economic factors. This is assuming that the edge devices which have 1 



to do the VC management belong to a different provider than the ATM network. In our example 
vider operating the edge device S will certainly make its choice dependent on the prices of the 
of the ATM network, i.e., whether it is cheaper to use two point-to-point VC, a "large" one (foi 
ervation of R2) and a "small" one (for Rl), or one point-to-multipoint VC with two branches, 
the resources of the "big" one. 

For example, let us suppose the following pricing scheme for ATM VCs: 

where 
C = Cost of the ATM connection 
N = Number of leaf nodes in the connection 
B = Bandwidth reserved for the ATM connection 
t = Duration of the connection 

The model of the example tries to take into account the bandwidth requirements and the numbc 
nodes of the VC connection, by means of the terms with parameters ß2 and ß3. The more banc 
being requested or the more leaf nodes on the connection the Inore expensive the connection wi 
the other hand, it is also taken into account how long the communication lasts, using the tt 
Parameter ß3 again. 

This is of Course only a very simplified pricing model which does neither take into a c c o ~  
other parameters that could also have influence on prices nor regards more elaborated relal 
between those parameters. The purpose of this example is to show that the VC management st 
order to support heterogeneity may depend also on the pricing scheme. 

Let us suppose now, two reservation requests, with bandwidths B 1 and B2 (with B 1 > B2 ). 
possible options are: one point-to-multipoint VC with B 1 resources reserved, or two point-to-p 
with B 1 and B2 reserved. 

1. Option: 1 point-to-multipoint VC with B 1. 

2. Option: 2 point-to-point VCs with B 1 and B2. 

With these two options, the price of both options will be the Same if: 

If the duration of the connection t is longer than the right hand side of the equation than option 
cheaper. Otherwise, option 1 will be the better choice. Therefore, it is not possible to know 
which choice is economically best, if the pricing model is not known (and the duration of the 5 

not known). 

If the edge device is on the premises of the ATM network provider then the decisions for VC 
ment with regard to heterogeneity support will rather be based on resource consumption than 
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i ng model. However, it is neither possible to determine generally which option saves more resources in 
he ATM network, because it is network topology dependent. 

ATM switch 

S b  b b 
b X )  RI  
/ - 

B B B B B 
m -  m -  B 

R2 

I Figure 23: a) One point-to-multipoint VC. b) Two point-to-point VCs with. 

In figure 23, more network resources are being wasted in the case (b) than in case (a), if we assume that 
However, a counterexample is shown in figure 24, where using one point-to-multipoint VC 

astes more resources than using two point-to-point VCs if we assume that B>4/3b. 

Figure 24: a) One point-to-multipoint VC. b) Two point-to-point VCs. 

figures show that the best solution depends on the topology, not only of the ATM network but also 
IP network, and on the amount of resources being reserved. Therefore, it  would be helpful to let 

that maps IPIRSVP onto ATM take Part in the ATM-PNNI, in order to obtain information 
network topology and thereby allow for resource-optimal flow-to-VC mapping strate- 

Part from efficient use of network or financial resources, the decisions for VC management are also 

the possibility of supporting heterogeneity as exact as possible, 

! the scheme's simplicity with regard to reservation changes or new reservations, 
the signalling load that is being produced especially at the edge device, 
the scalability of the scheme to large ATM networks. 

he combination of IP Multicast and RSVP permits heterogeneous receivers, i.e., each receiver can 

i quest and receive a different QoS. However, ATM networks do currently not support that property at 
t e point-to-multipoint VC level, all the branches of a VC offer the Same QoS to the receivers. 

Let us reconsider what is the value of heterogeneity support from the point of view of a user respec- 
t vely a network: 

1. From users' perspective, heterogeneity means that each User can request the QoS that is sufficient 
for him. Moreover, the User can be Sure not to receive data flows with higher QoS than requested, 
which its local resources rnight not be able to handle. 
2. From networks perspective, heterogeneity has the potential to avoid network resources wastage, 



as it  allows reserving only what is necessary for each receiver. 

As already mentioned, using one point-to-multipoint VC for all QoS receivers does not allow h 
neous reservations in the ATM network. At the other end of the spectrum a point-to-point VC tc. 
the receivers would allow for an exact support of heterogeneity from the ATM network user's 
view. Of Course, such a solution is not scalable to a large and very heterogeneous set of rt 
because it is not really multicast but "multi-unicast". However, depending on the significanc 
given to the heterogeneity property and the concrete situation it might still be a reasonable optic 

Video Server. 

R 1 (high qualiiy) B 

B 2 > b  

Figure 25: Video services example. 

Consider for example the situation as depicted in figure 25, where we have a video multicast 1 
heterogeneous Set of receivers. There is only one source and several receivers, of which one re 
very high quality especially with respect to bandwidth, while the others either only want a lowe 
transmission or can even not cope with a high bandwidth stream due to for example being conn 
a radio channel for mobile receivers or the conventional phone link. If the video service is con 
then the receivers might, for example, pay the video Service provider according to the quality 
mission they request, and the video service provider might in turn pay the ATM network ope 
the ATM services according to Parameters like number of VC setups, bandwidth, duration, etc. 

In this situation, the content provider could choose to use one point-to-multipoint VC of ba 
B. This solution is straightforward and involves low processing overhead for the source. The I 

R2, ..., Rn would be delivered a better QoS than they requested and pay for. Thus the service 
wastes financial resources for receivers which might not even be able to cope with those hig 
data flows. 

An alternative could be to setup a point-to-point VC with bandwidth B to the R1, and one 
multipoint VC of b to R2, ..., Rn. In this case, each receiver gets exactly what helshe requested 
ATM network resources are being used more economically than before. The drawback of this 2 

is the wastage of resources at the subnet-sender and in the ATM network, since two copies of 1 

data must possibly be sent over some common links. With two different QoS levels supported, t 
head might not be problematic, but for the extreme case of having as many VCs as receivers, th 
source to the ATM network is likely to become overloaded. 

The optimal solution would certainly be the provision of "variegated VCs" [ B C B ' ~ ~ ]  by t 
network, which would allow for heterogeneous receivers in the Same VC. But such facilitie: 
available with ATM's current signalling protocols and switching hardware. 

From the example we can draw some conclusions: 

1. With current ATM signalling there is no optimal solution valid for every situation and frc 
point of view to the problem of heterogeneity support. 
2. For this optimal solution "variegated" VCs would be needed. 
3. A certain degree of heterogeneity support by the ATM network can be achieved using T 

agement strategies which take into account: 
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economic factors respectivel y resource consumption, 
the current load situation at the virtual source to the ATM network, 
number of receivers and the diversity of their QoS requests. 

i n the following a simple algorithmic framework for such a VC management strategy is given. 

Qimpie VC Management Algorithm - 

F ith this algorithm, there will be as many VCs per flow as an ingress edge device can manage, support- 
i g a controllable level of heterogeneity. 

ew reservation request R arrives (for a MC group which is already being 
elivered QoS data) 
TEP 1: Look for a VC whose QoS is 'similar' (but greater) to R's 
STEP 2: IF (VC found) 

Add receiver to that VC 
RETURN 

STEP 3: IF ('source not overloaded') 
Create new VC to that receiver with R's QoS 
[Reorganize ( ) 1 
RETURN 

STEP 4 : IF (ClaimBack(Ris QoS) ) 
Create new VC to that receiver with R's QoS 
[Reorganize ( ) 1 
RETURN 

ELSE 
Reject R 
RETURN 

i 
laimback(Q): tries to merge VCs together to regain at least Q 

resources and return TRUE on success and FALSE 
otherwise. 

eorganizeo: tries to assign older reservations to the new one 
subject to the similarity definition and aiming at the 
release of resources. 

lternatively to rejecting R in the ELSE-branch of STEP 4 one could also redefine the similarity defini- 
and go back to STEP 1 (if R is not bigger than all the existing reservations) hoping for an existing 

C to be now similar enough to the new reservation request. 
Depending on how we define similarity and source overload we obtain a spectrum of behavior 

the homogeneous and full heterogeneity model. It is of Course difficult to define the similarity 
between QoS requests, since those requests are multi-dimensional in nature and are thus poten- 

partially ordered. So, probably, for the definition of similarity there are some simplifying 
needed, as e.g., the restriction onto some or even just one Parameter like bandwidth. 

If similarity is defined as an exact match then we obtain a full heterogeneity support model as a lim- 
i ing case. Whereas the other limiting case where all requests are regarded as similar degenerates into a 
omogeneous QoS support model, where only one VC per RSVP session is allowed. The intermediate d 

Qses are certainly the rnost interesting ones giving more flexible heterogeneity support without neces- 
rily admitting any new reservation request to obtain a new VC. Therefore, the definition of similarity 

to control the support of heterogeneity within the ATM network. 
I Another deterrninant with regard to the supported level of heterogeneity is the definition of "source 

erload". In general, if the source has to manage too many VCs for one RSVP session it will become 
erloaded. Thus there must be a condition at the source which limits the number of VCs per session. 

his condition can be indicated by different metrics, like e.g., internal queue lengths, processor load, or 
j st the number of already existing VCs for all or the particular session. The exact setting of that condi- 
t f on is a local decision of the ingress edge-devices. 



Two further components of the VC management algorithm framework are the functions 
back ( Q )  and Reorganize ( ) , which essentially try to reduce the load at the virtual soui 
cost of reducing the level of heterogeneity support. This could be done by e.g. merging two vei 
VCs into only one, thus reducing the copies of data to be sent from the virtual source. 

This algorithmic framework tries to offer a more flexible scheme for providing heterogeneity SI 

means of VC management. The exact behavior of a concrete algorithm can vary from a homogi 
a full heterogeneity support model, depending on the definition of the similarity concept and t 
tion for source overload. The most interesting models are those in the middle of the spectrum ! 
the assumption that heterogeneity support is regarded as an important service in future integ: 
vices networks. 
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113 VC Management for Heterogeneous QoS Multicast Transmissions 
As we have illustrated in the last section, there is a particularly hard problem with RSVP's support of 

heterogeneous reservations, since ATM only allows for a homogeneous QoS within a single VC. The 
focus of this section is on how this difference can be actually bridged to allow for an efficient support of 
RSVP over ATM with regard to that issue. The approaches suggested so far in the literature are either 
quite limiting or lead potentially to large resource consumption. We describe VC management tech- 
niques which support heterogeneous subnet-receivers by merging them into groups. Any such merging 
method should base its decisions on quantitative criteria. We study two cases, (1) cost-oriented and (2) 
resource-oriented techniques; their application depends on the administrative location of the edge 
devices used for the mapping of RSVPIIntServ onto ATM. 

In the next section, we briefly discuss whether heterogeneous QoS is possible,and useful. In section 
13.2, VC management strategies are discussed - we review related work, and present our own schemes. 
As argued in section 13.3, the currently defined RSVP traffic control interface is not capable to support 
NBMA (Non-Broadcast Multiple Access) networks and VC management strategies in particular. 

3 .  Heterogeneous vs. Hornogeneous QoS 

3SVP's heterogeneous reservations concept can, combined with heterogeneous transmission facilities, 
Je very useful to give various receivers (e.g. in multimedia application scenarios) exactly the presenta- 
:ion quality they desire, and which they and the network resources towards the sender are able to han- 
dle. Such transmissions demand that the data to be forwarded can be somehow distinguished so that, 
~:.g., the base information of a hierarchically coded video is forwarded to all receivers while enhance- 
nent layers are only fonvarded selectively. This can be achieved by offering heterogeneity within one 
:network layer) session or by splitting the video above that layer into distinct streams and using multiple 
~etwork layer sessions with homogeneous QoS. The latter approach has been studied by several 
iiuthors, and found especially in form of RLM [MJV96] wide-spread interest. Yet, if used widely and 
,?otentially even combined with object-oriented [IS098] or thin-layered coding schemes (e.g., 
:WSS97]), this will lead to large numbers of multicast sessions, thus limiting its scalability. 

Heterogeneity within one network layer session requires filtering mechanisms within intermediate 
systems. Such mechanisms are currently often considered as costly in terms of performance. However, 
we believe that with the evolution of ever faster routers, filtering will be possible at least outside the 
c:ore area of networks and to do it  at the network layer will be attractive for reasons such as scalability in 
terms of number of sessions and also simplification of applications. 

The principle choices for an integration of the RSVP and ATM models with respect to heterogeneous 
~eservations are: 

Change RSVP to disallow heterogeneous reservations, respectively force them to a homogeneous 
QoS. While not very attractive, this is somehow already the case nowadays because "excess traffic" 
is not dropped in routers but fonvarded as best-effort. Yet, this might lead to overload further down- 
stream and unpredictable overall QoS. 
Ignore the problem and use just one QoS within the ATM subnetwork. This approach can be Seen as 
similar to the last one. As we will show, this is far from optimal with respect to resource consump- 
tion respectively costs if outside of the ATM cloud heterogeneous transmissions will exist. 
Change ATM to offer so-called "variegated VCs" where a different amount of data is forwarded to 
distinct multicast receivers. This requires the ability in switches to distinguish among information 
units (e.g., video frames). We do not believe that this will be possible on a cell basis in an efficient 
and useful way. 
Construct heterogeneous multicast trees from multiple homogeneous point-to-multipoint VCs. Here, 



VCs can be used for it or whether a new one must be established. Hence, VC management 
nisms are needed. 

We argue for the last alternative to be the most realistic and efficient one. I 
13.2 VC Management Strategies in Support of Heterogeneity 

The main assumptions of the VC management approach for supporting heterogeneous RSVP serva- 
tions over ATM are: t 

existence of mechanisms, e.g. filtering, to support heterogeneous multicast transmissions, an 
unavailability of variegated VCs in ATM devices. P 

The problem is to find a collection of point-to-multipoint VCs from which the 
multicast tree (the part which is in the ATM network) is being constructed. 
point-to-multipoint VC must be allocated as the maximum of the RSVP 
ATM terms) of the subnet-receivers of this point-to-multipoint VC, 
be violated. 

This problem is not just specific to an RSVP over ATM 
case. It exists in any Scenario where a heterogeneous 
homogeneous multicast QoS model. 

Before proposing new VC management strategies 
approaches to this problem. 

13.2.1 Existing Approaches I 
The IETF working group ISSLL (Integrated Services over Specific Link Layers) is among 0th r topics 
concerned with the mapping of RSVPIIntServ onto ATM networks, and particularly prop sed in 
[ B C B ' ~ ~ ]  the following models to support heterogeneous reservations over an ATM subnetwor : f 
Full Heterogeneity Model. In the full heterogeneity model (see Figure 26), point-to-multipo nt VCs 
are provided for all requested QoS levels plus an additional point-to-multipoint VC for be t effort 
receivers. I 

- - - ) Best-Effort 
- +Reservation l 
--) Reservation 2 

Figure 26: The Full Heterogeneity Model. 
This leads to a complete preservation of the heterogeneity semantics of RSVP but can beco 

expensive in terms of resource usage since a lot of data duplication takes place. 

Limited Heterogeneity Model. 1 In the limited heterogeneity model (see Figure 27), one 
tipoint VC is provided for QoS receivers while another point-to-multipoint VC is 
effort receivers. 

Figure 27: The Limited Heterogeneity Model. 



A design question of this model is whether the best-effort VC is provided for all sessions together or 
ne per session. The limited heterogeneity model strongly restricts RSVP's heterogeneity model to sim- 
ly the differentiation of QoS and best-effort receivers. A further problem is that a single high QoS 

can avoid the setup of a QoS VC. 

omogeneous Model. In the homogeneous model solely one point-to-multipoint QoS VC is provided 
all receivers including the best-effort receivers. The QoS VC is dimensioned with the maximum 

OS being requested. This model is very simple to implement and saves VC space in comparison to the 
heterogeneity model, but may waste a lot of bandwidth if the resource requests are very different. A 

problem is that a best-effort receiver may be denied service due to a large RSVP request that 
revents the setup of a branch from the existing point-to-multipoint VC to that receiver. This is unac- 
eptable to IntServ's philosophy of always supporting best-effort receivers. The modified homogeneous 
odel takes that into account. 

odified Homogeneous Model. The modified homogeneous model behaves like the homogeneous 
odel, but if best-effort receivers exist and if these cannot be added to the QoS VC, a special handling 

akes place to setup a best-effort VC to serve these. Thus it is very similar to the limited heterogeneity 
odel. However, since the best-effort VC is only setup as a special case it is a little bit more efficient 

han the limited heterogeneity model with regard to VC consumption. On the other hand, it may be 
rgued that best-effort VCs will be needed all the time, at least in the backbone, and thus it might be 
heaper to leave the best-effort VCs Open all the time, i.e., to use the limited heterogeneity model. 

nother, quite different architecture for mapping RSVPIIntServ over ATM is proposed in [SCSW97]. b ith respect to heterogeneity Support the authors introduce the: 
uantized Heterogeneity Model: This model represents a compromise between the full heterogene- 

ty model and the limited heterogeneity model, by supporting a limited number of QoS levels, including 
he best-effort class, for each RSVP multicast session. Each QoS level maps into one pointdo-multi- 
oint VC. 
hile this proposal is an improvement over the very rigid models proposed by ISSLL, it says nothing 

bout how to allocate the supported QoS levels for a RSVP multicast session. That means the concrete 
C management decisions are left Open to the implementor of an edge device (or rather the so-called 
ulticast Integration Server (MIS) in this architecture, for details see [CSS+97]). How to make these 

ecisions in an efficient manner is exactly what we will deal with in the rest of this section. I 
I 3.2.2 Administrative Location of the Edge Device 

Figure 28 the basic network configuration when overlaying RSVPJIntServ over an ATM subnetwork 
illustrated. Here, different administrative locations of the so-called edge devices (also called subnet- 
nderlreceiver, virtual sourceldestination) are distinguished. 

Cost-Oi-iented 
Edge Devices - 

Resource-Oriented 
Edge Device 

Figure 28: Different Types of Edge Devices. 



Let us suppose that each of the networks is operated by a different provider. We can disting~ 
cases: 

1. The edge device is on the premises of the IP network provider (which is an ATM servil 
tomer of the ATM network provider), as e.g. for IP network provider 1 and 3. In this case, 1 
device will make its VC management decisions depending mainly on the ATM tariffs offere 
ATM network provider. Therefore, we call it a cost-oriented edge device. 
2. The edge device is on the premises of the ATM network (which is now offering RSVPIIP 
to its customer, the IP network provider), as e.g. for IP network provider 2. Here, the edgi 
will try to minimize the resource consumption when taking decisions for VC ~nanagement. ' 
call it resource-oriented edge device. 

If, for example, IP network provider 1 and the ATM network provider would be the Same admin 
entity, then we would have the Same situation as for case 2, i.e., a resource-oriented edge devicc 

While the ATM tariffs are the most important criterion for assessment of different alternai 
VC management decisions in case 1, the local resources consumed by a VC management 
should also be taken into consideration, but rather as a constraint than an optimization criterion 

In most cases, prices will probably correlate positively with resource consumption, howe~ 
will for several reasons not be related directly to them or in a much coarser granularity. Therefo 
a global perspective, case 2 is potentially a "better" configuration, because it will tend to use ri 
more efficiently than case 1, except if prices are a very accurate representation of the actual I 

consumption. It is difficult to judge today, which configuration will be more likely. While teleco 
cation providers try to provide more value-added services and would thus be interested to opc 
edge device, Internet service providers increasingly tend to use their own backbones instead oj 
lines from telecommunication providers, so that the edge device and the ATM network would b 
Same premises. 

In the VC management algorithms below it is ensured that subnet-receivers get at least the C 
requested, but may even get better service and must thus be prepared to cope with additional 
some of them cannot cope with the additional data then these restrictions have to be incorpc 
additional constraints into the VC management strategies. 

13.2.3 VC Management for Cost-Oriented Edge Devices 

We will start considering the problem of supporting heterogeneity over an ATM subnetwork 
management strategies for the case of a cost-oriented edge-device. 

13.2.3.1 Static Case 

In the static case, it is assumed that all receivers and their requests are known and that nothing 
throughout the session. While this is an idealistic view, the dynamic case discussed later can n 
of the algorithms for the static case, since it can be viewed as a concatenation of static interval 
start with a formal prob1e.m Statement. 

Problem Statement 

Assume we have N different resource requests1RESV messages arriving at the ingress edge det 
Suppose the receivers are ordered by the size of their QoS request (if that is reasonably possible 
regarding only their bandwidth requirements) and denote them from 1 to N, i.e., 1 is the highe~ 
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the lowest request. 
Ca11 R the set of all receivers, R = { 1 ,..., N}. 

Let 
f(S,q) = costs for a point-to-multipoint VC from the subnet-sender to all r E S with QoS q; 
c(S) = f(S, q(min S)) for S E R; 

/Ca11 p = {R ,,..., Rn} a partition of R, if R l u  ... UR, = R and Vij: Ri n Rj = 0. 

hus, the problem is: Il 

find p of R such that C c ( R , )  is minimized. 

ote that p = { R} is the h'omogeneous model, while p= { { 1 } ,. .., {N } ) is the full heterogeneity model. 
assess how difficult it is to find a cost-optimal p, consider the size of the partition space, S,(N): 

This recursive formula can be explained by the observation that all partitions can be viewed as having 1 
i3nd a k-elementary subset of the remaining (N-1) receivers as one point-to-multipoint VC and for the 
eemaining point-to-multipoint VCs of the (N-k-1) receivers we have IS,(N-k-1)I alternatives (per defini- 
:ion). In Table 6 (next page) some example values of ISp(N)I are given. 

It is obvious that for a high number of different reservation requests the partition space becomes to 
:arge to be searched exhaustively, while for smaller numbers this should still be possible. Keep in mind 
:hat N is the number of different reservation requests which should be bounded by the number of scal- 
ng levels the data transmission system is able to support (ignoring the possibility that receivers reserve 

different QoS levels even without a filtering support by the data transmission system, since they may 
i.ccept that some of their traffic is degraded to best-effort). 

Lays to Search the Partition Space 

or larger N, the question is whether and how this search can be kept feasible taking into account that 
he system must provide short response times (flow setup times are also a QoS issue). There are poten- 
ially two alternatives to achieve this: t 

giving up the search for the optimal solution and just looking for a "good" solution using a heuristic 
to search the partition space, or, 
showing that some parts of the partition space can be excluded from the search either because it is 
impossible to find the global minimum there, or it is at least unlikely (using a heuristic to limit the 
reasonable partition space). In the following, we describe an approach for that. 

or large N (take e.g. N=15, then you obtain ISp(15)1 = 1,382,938,768 possible partitions) even a combi- 
of these two techniques rnight be necessary. 

4 imiting the Search Space 

n example how the characteristics of the price function can simplify the problem by allowing to lirnit 
e search on a sub-space of the complete partition space (without giving up the search for the opti- 
um) is given by: 

1: If f (the price function) is subject to 

f(S u r, q) - f (S, q) = K(q) b'r E R, S c R, S # 0 A K(q) strictly increasing in q 



The proof of Theorem 1 can be found in Appendix A of this section. I 
Definition: The partition p = (R,, ..., Rn) is called ordered if for all Ri and any k,l E Ri with 
applies that k+l ,..., l- 1 are also E Ri. 

The above shows that under the assumptions being made it is possible to restrict the search on 
space of ordered partitions, which gives a considerable reduction on the number of 
optimal solution. The assumption about the price function essentially means that 
receiver to an existing VC is not dependent on the particular receiver to be added 
point-to-multipoint VC. However, it is depending on the QoS of that 
tively correlated manner, i.e. for a higher QoS it is more expensive to 
to-multipoint VC. It may be arguable whether real price functions 
of Theorem 1 or not. The point is that if they do, the search can be 

The sub-space of ordered partitions, SOp(N), is considerably smaller than the complete partition pace: 
N 

IS.p<N>I = C A < N ,  k )  
k = I  I 

where A(N,k) is the number of partitions with n = k and is defined as follows 

Actually, it turns out that (see Appendix A for proof): I 
Theorem 2: IS„(N)I = 2N-'. I 
The actual sizes of the complete partition space and the ordered partition space are given in ~ a b l e  6. 

Table 6: Growth of the Complete Partition Space and the Ordered Partition Space, 

13.2.3.2 Dynamic Case I 

Even if a price function does not conform to the prerequisite in Theorem 1, then it is probably 
reasonable for larger N to only explore the ordered partition space, where at least some "goo~" 
tions should be found. However, optimality can no lqnger be guaranteed. It depends on the actlial 
of the price function how far the actual optimum may be away from the optimum within the 
partition space. Our conjecture is that for realistic price functions it should not deviate too 
more work on the topology of cost functions over the partition space would be needed to 
quantitatively. 

One may argue that even the ordered partition space is too large for higher values of N. In 
heuristic search methods on the ordered partition space would be needed. (In the section on 
oriented edge devices we present such a heuristic which can easily be adjusted for a cost-orien 
device). 

Now we take a dynamic view on the problem and investigate VC management strategies when t e Set of 
different receivers is changing in time, i.e., instead of R we now have R' with discrete ti e steps ! 
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t=0,1,2, ... l h u s  we can view the search for the cost-optimal partitions of R' as a series of static case 
problems, which however have a certain relationship. This observation leads to the idea of reusing the 
approaches for the static case, where the crucial question is how to take the relationship between the 
series of static problems into account. 

A straightforward, but compute-intensive algorithm could be to always recompute the statically opti- 
mal partition and then make the minimally necessary changes to the current partition to transform it into 
the new one. 

Besides its high computational complexity this algorithm may potentially produce a lot of changes in 
the membership of receivers because it does neglect the relationship between successive R'. Such 
changes of receivers from one point-to-multi-point VC to the other produce costs, which should be 
incorporated into the decision process, i.e., we need to minimize a transformed cost function: 

b in .  c*(p) = c(p) + t(po'd, p) 

l(po'( p )  are the costs of transforming the existing partition into the partition p. 

30th algorithms have the Same complexity in principle, but the transformed cost function C* will likely 
2e amenable to a local search in the neighborhood of the existing partition, since partitions far "apart" in 
he partition space get a high penalty from the transformation costs t. 

A simple idea for such a local search could be to always try all incremental "adds", i.e. either adding 
he new (OS modified) receiver to an existing point-to-multi-point VC or Setting up a new VC for that 
eceiver, and take the one that minimizes C*. 

However, it must be realized that after a certain number of time steps this algorithm might deviate 
onsiderably from the optimum VC management strategy. Therefore, an improve~nent may be to com- 
ute the statically optimal partition from time to time and compare it to the current partition with 
espect to the original cost function C. If it deviates too much, a substantial reorganization of the parti- 
ion may pay off in the long term, even if C* is higher at the moment. The idea of this approach is to use 

e optimal VC management strategy from the static case as a corrective measure for the dynamic case. 

hat is missing from all these considerations for cost-oriented edge devices is the local resource con- 
umption at the edge device. This will be higher for strategies consuming more VCs and should thus be 

into account as 
n 

t h e r e  C(n) represents the local resource consumption for managing n point-to-multipoint VCs. 

his is however difficult since the two terms are incommensurable and the addition is thus not easily 
ossible (it would require a translation of local resource consumption into monetary costs). Therefore, 
e propose to either assume that the VC management at the edge is not a bottleneck (i.e. the edge 
vice is dimensioned so that it is powerful enough to manage very large numbers of VCs), or to incor- i rate its limitations as a constraint into the search. An example could be to require for all partitions 
IR1, ..., Rn}, that, e.g., n C 6 ,  or a similar possibly more sophisticated condition. 

1 .2.4 VC Management for Resource-Oriented Edge Devices P 
ow we will consider the case where the edge device is operated as Part of the ATM network and thus 
anages its VCs with the objective of minimizing the resource consumption inside the ATM network. 

the ATM network can be viewed on different abstraction levels, with the lower levels 
details like internal buffers of the ATM switches, switching fabrics, control processors, etc. 

it is however necessary to look at higher abstraction levels of the resources of an ATM 



network in order to keep the complexity of the problem manageable. Thus, the resources we t 
consideration are: 

bandwidth of links between ATM switches or ATM switches and edge devices, andlor 
VC processing at switches and edge devices. 

At first, we consider again the static case, before taking into account the dynamic nature of the p oblem 
following the same rationale as for cost-oriented edge devices. I 
13.2.4.1 Static Case I 
The situation is actually very similar to that of cost-oriented edge devices with the differe ce that 
resource consumption is taken as a substitute for the cost function. If resource consumption 1 can be 
expressed as a single valued function then, more or less, the Same considerations apply as for a 
ented edge device, although it is very unlikely that assumptions like that of Theorem 1 will 
resource consumption functions, since these functions will be much more complex due to 
ogy-dependence. Moreover, if we really Want to make use of the further information that is 
a resource-oriented edge device (e.g. by taking part in the PNNI protocol 
then different resources must be taken into account, which again raises the 
lem. Now we can either treat it as a multi-criteria decision making problem 
tion and a weighting between the different criteria. As mentioned above, we will restltict our 
considerations to the abstract resources link bandwidth and VC processing in order to allevidte such 

With link bandwidth consumption of a set of receivers we mean the sum of bandwidth 
per link for the point-to-multipoint VC which would be built from the edge device to the 
ers, while the rest of the notation is analog to the definitions in the section on 
(with V and H as auxiliary sets of subnet-receivers). 

The heuristic that is essentially applied by that greedy algorithm is 
requests, where adjacency is defined with respect to topology and resource 
the observation that it will make little sense to have very different (with 
receivers in the Same point-to-multipoint VC if they are far apart from 

complexities. 
At first, let us even assume that only link bandwidth is taken into account. A greedy algorit?m 

always picks the locally best decision and operates on the sub-space of ordered partitions woultl 
following: 
k = 1; 
V = R; 
WHILE (V NOT empty) D 0  

R[kl = min V; 
V = V - {min V); 
L' = INFINITY; 
WHILE (V NOT empty) AND (L < L') D0 

H = union(R[k], {min V)); 
L = link bandwidth consumption of H; 
,L' = link bandwidth consumption of R[k] + 

link bandwidth consumption of {min V); 
IF (L <= L') 

R[k] = H; 
V = V - (min V>; 

k++; 

that 
be the 
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14 Summary and Conclusion 

In this report, the most significant problems related to the implementation of Integrated 
Multicast over ATM have been discussed and some schemes for resolving these problems 
suggested. 

In particular, after reviewing the concepts of IP Multicast, RSVP and multicasting in ATM, 
ered the problem areas of group membership management, VC management for data and contro 
shortcutting over ATM, aggregation of RSVPOP flows, dynamic QoS provision over ATM and 
ment of heterogeneity over ATM. We proposed several solution approaches to these issues 
trasted them against existing work in this area by showing the different tradeoffs of the approac 

For the issue of heterogeneity support over the ATM subnetwork we went into even more 
descriptions of how actual VC management strategies could look like. We differentiated these 
according to the fact whether the edge device is situated on the premises of the ATM network 
or not. That led us to different algorithms for each case. We showed how these algorithms could 
a significant gain in either reduced costs or saved bandwidth when compared to simple schemes 
posed in the literature. 

From the proposed schemes for the different problem areas in RSVPOP Multicast over ATM 
draw the conclusion that they certainly do not simplify the solution of mapping the two archi 
but can become quite complicated. It is therefore always necessary to consider the particular 
ment in which the mapping is required. Only then it is possible to decide whether a certain 
as,e.g., shortcuts is worthwhile the higher implementation and operational overhead of the 
solution or not. 

Services IP 
ha.yre been 

Iwe cov- 
traffic, 

rnanage- 
a id  con- 

ies. 
jetailed 

strategies 
provider 
achieve 
as pro- 

we can 
ectures, 
mviron- 

optirnization 
rnapping 



I ppendix A - Proofs 

proof of Theorem 1: 

u p p o s e  pOP1 = { R I ,  ..., Rn)  is not ordered, then there is at least one pair Ri = {il ,  ..., ik), 
:Xj = {jl ,  ..., j i} with i l  <. ... < i, < j l  < ... < ik < ... < jl (without loss of generality we assume 

j i <  ik). 

Xow let Ri = {i l ,  ..., i,} and Rj = { j I  ,..., ik, ..., j,} 

'i'hus, we have: 

+ c(Rj) = f(Ri, q(i + f(Rj, q(j 1) 

f(Ri, q(il)) - (k-m)K(q(il)) + f(Rj, qCj1)) + (k-m)K(qUl)) 

== f(Ri, q(il)) + f(Rj, q(j 1)) + (k-m)(K(qU 1)) - K(q(il))) 

1: f(Ri, q(il)) + f(Rj, q(jl)) (since q(iI) > qUl) and K is strictly increasing in q) 

c(Ri) + c(Rj) 
- - 

hat means for = (pOP'/{Ri, Rj)) U {Ri, Rj) applies: 

c(p> c(pOP') 

hich contradicts the cost-optimality, and thus must be an ordered Partition (under the assumptions 
eing made). I 

qy induction: 



For a single flow and outgoing interface, there may be several MGs. The two extreme cases are I 

when a receiver tears down its reservation. If the LUB (least upper bound) of the other reservatic 
not change, nothing will be done with the current processing rules. However, the receiver 
deleted from the point-to-multipoint VC. 

The problem with the current message processing rules and TC1 is that, since they are bas:d 
broadcast mediums, they do not allow any heterogeneity within a single flow and an outgoing 
This is due to the fact that broadcast networks do not allow for heterogeneity of the transmiss.on 
way. That is the reason why the LUB of the reservations requested for that interface is compuied, 
making downstream merging. 

A VC management strategy that supports heterogeneity does not need this downstream 
at least, no downstream merging of all the next hops in the interface. A more flexible scheme 
sary, that permits different "Merging Groups" within a certain interface. This general model 
the current model, if all next hops are considered as one merging group. A Merging Group 
defined as the group of next hops with the Same outgoing interface, whose reservation requests 
certain flow should be merged downstream, in order to establish a reservation. 

a) Only one MG: This is the case when no heterogeneity is  allowed within the interface. 
of this situation are: 

ns does 
inust be 

upon 
iriterface. 

any- 
thus 

merging, or 
is neces- 
ncludes 
(MG) is 

for a 

the homogeneous model when implementing RSVP over ATM, 
the underlying network technology is broadcast (e.g. Ethernet). 

b) As many MGs as next hops: this would be the case if each of the next hops requires a 
reservation. Example applications of this are: 

The most interesting options of this model from our point of view are the intermediate points 
these two cases, where we allow a certain degree of downstream merging, so that it is possibl 
advantage of the VC management strategies for heterogeneity support (Figure 3 1). 

*NBMA networks which do not allow point-to-multipoint connections, and therefore, a 
connection is needed for each of the receivers, 

the full heterogeneity model when implementing RSVP over ATM. 

- 

0' , Mergiiig Crotip 1 

poin:-to-point 
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Figure 31: Merging Groups. 

The TC1 and the message processing rules should be independent of the number of MGs for 1 specific 
flow and the decision of including one next hop into a group or another should be taken by 
control module and not as Part of the RSVP message processing. Details on how RSVP's TC3 
message processing rules need to be modified to allow for VC management strategies in suppcrt 
erogeneity will be discussed in a companion technical report [Sch98]. 
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the construction of a "good" partition. This would be to change the IF Statement at the end of the inner 
loop into: 
I F  ( L  <= L '  + de l t a )  / /  saves VCs 

here del ta  would have to be chosen reasonably in order to force the construction of larger point-to- 
ultipoint VCs with respect to number of members. It is certainly not obvious how to choose d e l t a ,  

ut further study of that Parameter is needed. 

I 3.2.4.2 Dynamic Case 

The results for cost-oriented edge devices when considering the dynamic case are directly applicable to 
-esource-oriented edge devices as well. Again the dynamic problem can be regarded as a series of static 
?roblems, whereby the current partition should somehow be taken into account when reacting to 
lrhanges and building a new partition. 

A particular issue for resource-oriented edge devices when considering the dynamic case is the 
1;iynamics of existing reservations. While the changes due to these dynamics can be treated just like a 
1ew receiver joining the session with the modified reservation and the existing receiver leaving it, these 
:ictions should be minimized since they are either leading to temporary double reservations in the ATM 
~etwork or to Service interruptions for the receivers depending on the order of joining and leaving (pre- 
sumably only joining before leaving is a commercially feasible option). The dynamics due to modified 
.eservations are affected by the VC management strategy for heterogeneity support in the following 
way: they will be more probable for a fine-grained partition (larger n) than for a coarse-grained partition 
(smaller n). 

1 3.3 Implementation Aspects: RSVP's Traffic Control Interface 

hen considenng the implementation of some of the above or any other VC management strategies in 
. upport of heterogeneity over an ATM subnetwork, RSVP's Traffic Control Interface (TCI) and the rel- 
vant part of the protocol message processing rules as specified in ([BZBt97],[BZ97]) must be made 
ore flexible than they are (this does not violate these Standards, because these parts are only informa- 

t onal). Currently, RSVP merges all downstream requests and then hands the merged reservations to the 
t affic control module via the TCI. This leads to two problems if operating over ATM, or in general, a 

BMA subnetwork with capabilities for multipoint communication: i 
potential for not recognizing new receivers, 
solely support for the homogeneous QoS model. 

ily 

tt 
o: 

These problems are already realized in [BZB+97], where it is conceded that the proposed TC1 is only 
s~i tab le  if data replication takes place in the IP layer or the network (i.e. a broadcast network), but not in 
tlie link-layer as would be the case for ATM. Here, different downstream requests should not necessar- 

be merged before being passed to the traffic control procedures. 
A new general interface is needed that Supports both, broadcast networks and NBMA networks, 

where the replication can also take place in intermediate nodes (e.g. ATM switches) of the NBMA sub- 
nzt. Only such modifications will allow for heterogeneity support over an ATM network, i.e. different 
\'Cs for different QoS receivers. However, even without taking into account heterogeneity support, 

ere is a need for a modification of the TC1 and the message processing rules due to the different nature 
NBMA networks. 
If a reservation request is received from a new next hop in the ATM network that is lower than an 

e:tisting reservation for the session, then according to the currently proposed processing rules no actions 
will be taken, since it is assumed that all the next hops within the Same outgoing interface will receive 
tl-e same data packets. That is of course not the case for an NBMA network like ATM, and some actions 
rrust be taken to add this new receiver to the existing point-to-multipoint VC. The Same situation arises 



waste a lot of bandwidth for the part of the point-to-multipoint VC that is unique to a receiver ith low 
resource requirements. 1 

Figure 29: Example Network. I 
To show what results can be achieved with that simple algorithm 
Figure 29, which represents a model of the topology of the NSF backbone as of 1995 
cles are ATM switches and boxes are edge devices, which either act as 
ers. Let us suppose that the following reservations have been issued by the subnet-receivers: 

R1 = 10 Mbls, R2 = 8 Mbls, R3 = 4.5 Mbls, R4 = 3 Mbls and R5 = 2 Mbls. I 

Figure 30: Example of an Unordered Optimal Partition. I 

Applying the algorithm to the example network gives the partition GA={ (R  1 ,R2}, {R3,R4}, 
with L(GA)=118 as the sum of link bandwidth consumption of the three point-to-multipoint VC:s 
Steiner trees). Compare this to the full heterogeneity model, FH=({Rl} ,  ...,( R5}}, with L(FH)=129, 
the homogeneous model, H=({Rl ,  ..., RS}}, with L(H)=180. So, H consumes about 50% more 
width inside the ATM network than R. Actually (as a total enumeration shows), GA is the optinial 
tion (with respect to link bandwidth consumption). Interestingly, if VC consumption is 
account then FH is dominated by GA, i.e., it is worse with respect to both, link bandwidth 
and VC usage. This is certainly not the case for H, but the saved bandwidth will probably 
major point for choosing GA. 

The greedy algorithm, of Course, does not guarantee an optimal solution. Consider for exar~ple  
now R3=5Mb/s, and everything else unchanged. Then the algorithm gives GA={ ( R 1 
{R4)  , (R5} } with L(GA)=130, but the optimal partition 0={ { R l  ,R2),(R3,R4} ,(R5} } has L(0)  
(L(FH) = 132 and L(H)= 183 for this configuration). 

While for these examples only ordered partitions were optimal, it should be noted that this 
sarily the case as the simple example in Figure 30 shows: 

Suppose that: R1 = 9-Mbls, R2 = 5.5 Mbls and R3 = 3 Mbls. I 

{R5) } 
(using 

or 
band- 
parti- 

taten into 
consumption 

still be a 

that 
,R2,R3 }, 

= 122 

n3t neces- 

Then the algorithm gives GA=( { R l  J, (R2) ,{R3} } with L(GA)=64.5, while the optimal p rtition is 
0 = {  {Rl  ,R3 ), (R2)  } with L(O)=6 1,5 (L(FH=GA) = 64.5, L(H) = 63). f 
We have discussed above how to take into account the VC processing resource in principl . For the 
greedy algorithm there is a straightforward extension in order to incorporate the additional cr teria into ! 


