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Abstract

Internet and ATM both aim at providing integrated services. Therefore they independently (more or les

5) devel-

oped QoS architectures. A realistic assumption certainly is that both will take their place and that they will coex-
ist for quite some time. A likely place for ATM is in the backbone, while IP will probably keep its dominance on

the desktop. It is thus valid to assume an overlay model for the interaction between the two QoS architeg

Crucial components of the QoS architecture of the Internet are its signalling protocol RSVP and the IP 1
architecture. Their integrated support by an ATM subnetwork and the issues arising with this are the focy
paper. While other components of the QoS architectures like the QoS models, the management framew
charging mechanisms, etc. need to be dealt with for a complete solution to the problem of overlaying ]
architecture onto that of ATM, we will concentrate on the aforementioned points.

Keywords: QoS, Integrated Services, RSVP, IP Multicast, ATM.

1 Introduction

The integration of the rising Internet QoS architecture with the QoS architecture of ATM is ar

tures.

nulticast
1s of this
orks, the
P’s QoS

impor-

tant issue, not only to accelerate the growing usage of ATM as a backbone technology but also tp enable
a future integrated services Internet, which is in need of a flexible and high-bandwidth backbone tech-

nology with an orderly traffic management.

RSVP/IntServ, which has been proposed by the IETF (mainly in [BZB*97],[SPG97],[Wr097]]) as the
Internet’s QoS architecture, is at the moment under heavy discussion mainly due to scalability concerns,
1.e., whether it is possible to support a sufficiently large number of concurrent flows. Howgver, we

believe that eventually in order to provide integrated services a scheme like RSVP/IntServ is n¢

cessary.

We do not believe that an architecture like Differentiated Services [BBC198] as it is discussdd in the
IETF at the moment will be a long-term solution for all QoS aspects, but rather a quick approach to sat-
isfy short-term business needs. Furthermore, new research suggests that it will be technically possible to
support many flows in routers in near future [KL.S98]. Therefore we assume RSVP/IntServ as the QoS

architecture of the Internet and claim that many of the problems when overlaying it to ATM n
will arise for any fine-grained QoS architecture.
One of the most important points in this integration is the mapping of the Internet’s signallin

etworks

g proto-

col RSVP onto ATM mechanisms. Many and the most difficult problems in this area arise for the multi-
casting of data. The anticipated new services of a future Internet will beyond others be multimedia
services like video-and audio-conferences, video-on-demand, interactive games, etc. All of them have
in common that multicasting is necessary and thus we cannot circumvent the difficulties arising from

that case.

This work is supported in part by a grant of Volkswagen-Stiftung, D-30519 Hannover, Germany.




[P Multicast, particularly in conjunction with RSVP, has some characteristics that make its support

over ATM networks a difficult problem — or viewed from another perspective: ATM falls short in pro-
viding mechanisms to support IP multicast efficiently. While IP Multicast allows for an anonymous,
egalitarian, dynamic n:m multicast model, ATM supports a non-anonymous, master-slave 1:n model.
The key tasks in order to support IP multicast over ATM are:

L3
L

E

group membership management,
VC management and
heterogeneity support.

xisting approaches for overlaying RSVP and IP multicast over ATM were mostly separated from each

other and typically tailored to specific environments like best-effort transmission, restricted scale,
ex¢lusion of multicast, specific and limited ATM network structures, etc. Therefore none of these is the
solution to the general problem of overlaying RSVP/IP multicast onto ATM networks. We claim that a
more integrated view is necessary. However, we perceive the intractability of the general problem in one
stap, thus assumptions are necessary to relax the complexity. The main assumption is with regard to the
role of ATM networks in future. Different views can be taken:

1. ATM networks will not be deployed widely, not even in backbone networks.

2. ATM networks will only work as backbone of the Internet and will be used only to provide big
pipes of data by means of point-to-point connections. In this case ATM would work as a pure data
link layer.

3. ATM networks will be widely deployed and interconnected in such a way that all networks can be
viewed as a unique network. In this case, LANs may not be ATM based, but the LANs would be
connected to the large ATM network.

4. Hosts will be directly connected to the ATM network.

Henceforth, we will consider that ATM networks are widely deployed and that mainly but not only
LANs (by means of ATM attached routers) but also hosts, can be connected to the ATM network.
Another assumption that should be made is that multicast services will be multimedia services, not only
with QoS requirements, but also with long duration (minutes, maybe hours), which makes the connec-
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Figure 1: Network structure assumption.

ince nowadays the Internet is a multi-provider network even if only the backbone is regarded it is cer-
wnly crucial for a mapping to take economic factors into account. This is of particular interest if the
napping process takes place at the edge between two providers or between a customer and its provider.




In this report we take a look at some of the harder problems when mapping the combinatioh
and IP Multicast onto ATM networks and give solution approaches to these under some
assumptions as, e.g., with regard to the scale of the ATM network. One particular difference

of RSVP

restricting

that only

exists for multicast transmissions is RSVP’s support of heterogeneous reservations, while ATM only
allows for a homogeneous QoS within a single VC. We will treat this particular problem in more detail
in section 13, where we will show how this difference can be bridged to allow for efficient [support of

RSVP over ATM. After this detailed treatment of one particular issue for mapping RSVP and

IP Multi-

cast onto ATM we will conclude the report and will give the literature references to stanidards and

related work being made throughout the text.

1 Integrated Services IP Multicasting

In this section we review the most important characteristics of IP multicast in conjunction with RSVP.

1.1 IP Multicasting

The notion of a group is essential to the concept of IP multicast. By definition a multicast message is

sent from a source to a group of destination hosts. In IP multicasting, multicast groups have an
multicast group ID. Whenever a multicast message is sent out, a multicast group ID specifies

ID called
the desti-

nation group. These group ID’s are essentially a set of IP addresses called "Class D". Therefore, if a

host (a process in a host) wants to receive a multicast message sent to a particular group, it neg

ds to join

that group. If the source and destination of a multicast packet share a common bus in a LAN, multicast-
ing is easy within that LAN. However, if the source and destination are not on the same subnetwork,

forwarding the multicast messages to the destination becomes more complicated. To solve the
of Internet-wide routing of multicast messages, hosts need to join a group by informing the

problem
multicast

router on their subnetwork. The Internet Group Management Protocol (IGMP [Fen97]) is usdd for this
purpose. This way multicast routers of networks know about the members of multicast groups on their
network and can decide whether to forward a multicast message on their network or not. However, for
delivering a multicast packet from the source to the destination nodes on other networks, multicast rout-
ers need to exange the information they have gathered from the group membership of the hosts directly

connected to them. There are many different algorithms such as "flooding", "spanning tree"
path broadcasting” and "reverse path multicasting” in order to exchange the routing informatid

"reverse
n among

the routers. Some of these algorithms have been used in dynamic multicast routing protocols such as

Distance Vector Multicast Routing Protocol (DVMRP [Pus98]), Multicast extension to Open
Path First (MOSPF [Moy94]), and Protocol Independent Multicast (PIM [EFH*97]). Based on
ing information obtained through one of these protocols, whenever a multicast packet is sen

Shortest
the rout-
out to a

multicast group, multicast routers will decide whether to forward the packet to their network(s) or not.

Finally, the leaf router will see if there is any member of that particular group on its physically|
networks based on the IGMP information and decide whether to forward the packet or not.

1.2 1P Multicasting with RSVP

The use of RSVP [BZB*97], as signalling protocol for guaranteeing a specified quality of sex
flow, with IP multicasting, allows the emergence of multimedia applications that require both, }

and quality of service. In fact, RSVP messages, which are encapsulated in IP packets (UDP is
sible), make use of the multicast extensions of IP.

When a source needs to send out multicast data to a multicast group, it sends IP packets
group address of that group. In case the source is RSVP capable, it will also send PATH mes

attached

vice to a
multicast
hlso pos-

o the IP
sages, in

the same way it sends out its data packets, with the destination address of the group. Once, the njnembers

of the group receive the PATH messages, they can decide whether to ask for a reservation or no

. In case
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receiver decides to make a reservation, it will send RESV messages upstream and the reservations will
e established, according to the requested resources, available resources and other existing reservations.

Depending on the multicast routing protocol used, there will be a multicast tree with different reser-
ations in its branches, maybe without reservation in some of them. This is possible if all the routers
mplement the RSVP protocol. Otherwise, techniques like tunneling, for example, may be used to con-
ect RSVP capable nodes..

Reservation.

L4

[l Group member.

L] O Not member.

Figure 2: RSVP Concept.

The main characteristics of the pair RSVP-IP Multicast are:

Heterogeneous Receivers. RSVP allows for receivers with heterogeneous resource requirements but
in practice they are only allowed if they belong to different networks, that is to say, if they are con-
nected to the router through different interfaces. Two or more receivers in the same LAN (i.e. Ether-
net) requesting certain QoS for a flow, will all receive the same QoS, the largest of all the QoS
requested.

Many-to-Many Multicast Communications. The fact that the sender does not need to know the
members of the group, but only the IP group address, facilitates multipoint-to-multipoint communi-
cations. A source must only send out its packets to the right group address and the routing protocols
will find the "best" delivery tree for the packets.

QoS Renegotiation. If the receiver sends out a new RESV message with different resource require-
ments, the reservations are changed (if necessary) in the nodes along the data path and also new
RESV messages (if necessary) are sent out. These QoS changes can be done in any time during the
data transmission, because the reservation is independent of the data transmission. In fact, there can
be also data transmission without a reservation, like the normal IP best-effort service.

Soft state. One of the main principles of the TCP/IP protocols is robustness.They are independent of
the underlying network technology and able to work even if failures in the network appear. The con-
nectionless characteristic of IP is an example. In order to allow resources reservation in the data path
and go on being a connectionless service, RSVP has been designed to use soft state, which consists
of the existence of state information of the reservation, in the nodes along the data path, that will be
deleted if it is not refreshed periodically. This feature allows that if a change in the data path occurs,
the state in the old path will be timed out and deleted.




2 Multicasting over ATM

In this section we review the multicast facilities available in ATM networks.

2.1 UNI 3.0/3.1

Multicasting is supported in ATM UNI 3.0/3.1 by means of point-to-multipoint VCs. In [AT]
point-to-multipoint connection is defined as a collection of associated VC or VP links connect
point nodes, of which one, the root node, has the property to send information, while all of the
ing nodes of the connection, called leaf nodes, receive copies of that information.

A point-to-multipoint connection is set up by first establishing a point-to-point connection
the root node and one leaf node. After this set up is complete, additional leaf nodes can be add;
connection by “ADD PARTY” requests from the root node. A leaf node may be added or dropy
a point-to-multipoint connection at any time after the establishment of the connection. A leaf 1
be dropped from a connection as a result of a request sent by either the root node or by the leaf
be dropped (but not by another leaf). Leaf nodes are identified by their unicast ATM address,
multicast or group ATM address has been defined yet.

The ATM signalling messages utilized for establishing, adding and deleting nodes from point-t
point VCs are shown in Table 1. See [ATM95] for more details on the message contents and co
establishment procedures.

ATM SIGNALLING MESSAGES

ADD PARTY

ADD PARTY ACKNOWLEDGE

ADD PARTY REJECT

DROP PARTY

DROP PARTY ACKNOWLEDGE
Table 1: ATM UNI 3.0/3.1 Messages.

2.2 UNI 4.0 Leaf Initiated Join

In previous versions of ATM signalling, only the root node was able to add leaf nodes to a point
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tipoint connection. With version 4.0 of ATM UNI [ATM96b], leaf nodes can join to point-to-multipoint
connections with or without intervention from the root of the connection. In [ATM96b], two different

modes of operation are described, Leaf-prompted join without root notification and Root-promy.

ted join.

In the first mode, the root is not notified when a leaf node is added or dropped. In the second case, the
leaf’s request is handled by the root of the connection. This type of connection is referred to as Root LIJ

connection. In order to join a specific point-to-multipoint connection the leaf must specify the §
Global Call IDentifier (GCID) of that connection.

The new signalling messages included to support L1J are:

ATM L1J MESSAGES

LEAF SETUP REQUEST

LEAF SETUP FAILURE

Table 2: Messages for supporting LI1J.

o-called




3 Issues in Mapping RSVP/IntServ onto ATM Networks

Before going into the details of mapping RSVP/IP Multicast onto ATM networks we want to reconsider
briefly which are the most important issues in mapping the Internet QoS architecture, RSVP/IntServ,
onto ATM. There are two main problem areas: QoS models and QoS procedures. Therefore, the usual
approach is to treat them separately, although there are some decisions which need an integrated view.

3.1 QoS Models

QoS models are the declarative component of QoS architectures, consisting of service classes and their
raffic specifications and performance parameters. The most salient differences between the QoS mod-
els, i.e. the ATM TM 4.0 [ATM96a] and the IntServ specifications ([SPG97], [Wro97]), are:

» packet-based vs. cell-based traffic parameters and performance specifications,
* the handling of excess traffic (policing): degradation to best-effort vs. tagging or dropping,
and of course different service classes and corresponding traffic and service parameters.

These differences have to be overcome when mapping IntServ onto ATM without losing the semantics
of the IntServ specifications. The IETF has proposed some guidelines for the mapping of the QoS mod-
¢ls in [GB98], but these have been shown to be arguable in [FCD98].

3.2 QoS Procedures

While it is not easy to map the QoS models of the Internet and ATM, it is even more difficult to map

their QoS procedures onto each other. This is due to the fact that they are built upon very different para-
digms. While the signalling protocols of ATM are still based on the call paradigm used for telephony,
the IETF viewed the support of a flexible and possibly large-scale multicast facility as a fundamental
tequirement [BCS94]. The most prominent differences between RSVP and ITU-T’s Q.2931 [ITU9%4],
pn which all ATM signalling protocols are based, are:

Dynamic vs. Static QoS. RSVP supports a dynamic QoS, i.e. the possibility to change a reservation
during its lifetime. ATM’s signalling protocols however are providing only static QoS so far.

Receiver- vs. Sender-Orientation. The different design with regard to the initiation of a QoS reserva-
tion reflects the different attitudes regarding centralized vs. distributed management, and also that the
SVP/IntServ architecture had large group communication in mind while the ATM model rather
atered for individual and smaller group communication.

ransmission of Control Messages. While in ATM separate control channels are used for the trans-
ission of control messages of the signalling protocols, RSVP uses best-effort IP to send its messages.

ard State vs. Soft-State. The discrepancies between the ATM QoS architecture and the IntServ
architecture in how the state in intermediate systems is realized is another impediment to the interwork-
ing of both worlds since it leads to very different characteristics of the two QoS architectures.

esource Reservation Independent or Integrated with Setup/Routing. The separation of RSVP
rom routing leads to an asynchronous relation of reservation and flow setup, and further enables an
ndependent evolution of routing and resource reservation mechanisms. However, a possibly major dis-
dvantage may be that QoS routing is much more difficult to achieve than with ATM’s integrated con-
ection setup/resource reservation mechanism (P-NNI [ATM96c¢] already supports a form of QoS
puting).

S S

Aulticast Model. A further issue is the mapping of the IP multicast model on the signalling facilities in
\'M for multi-party calls. While IP multicast allows for multipoint-to-multipoint communication,

>




ATM only offers point-to-multipoint VCs to emulate IP multicast by either meshed VCs or a multicast

SErver.

Heterogeneous vs. Homogeneous QoS. While ATM only allows for homogeneous reservations, RSVP

allows heterogeneity firstly for different QoS levels of receivers and secondly for simultaneous

support

of QoS and best-effort receivers. This mismatch in the semantics of RSVP and Q.2931 is a major obsta-

cle to simple solutions for the mapping of the two.

4 Issues in Implementing IntServ IP Multicast over ATM

After reviewing the general issues for mapping RSVP/IntServ onto ATM, let us now turn to the

specific

aspects which must be resolved for an efficient support of IntServ IP Multicast flows over ATM net-

works. These are:

e Group membership management.
* VC management for control and data traffic.
* Advanced VC management issues for data traffic:
* heterogeneity support,
* shortcut support,
* aggregation,
* dynamic QoS,
* MC data distribution.

These aspects will be discussed in the following sections and potential solutions will be presented.

5 Group Membership Management

One of the main features of IP Multicast is how multicast group information is managed and how
receivers join and leave multicast groups. As already explained, in IP this function is carried out by the
IGMP protocol. By means of the group membership information, routers deliver multicast packets to

the group members. For routers attached to broadcast networks (e.g. Ethernet), the required i

nforma-

tion is only if there are or not group members within the network, but not which and which IP gr Ether-
net addresses they have. In a shared media LAN every endstation sees every packet that is sent across

the LAN. In ATM, a connection must terminate at the endstation in order for it to receive packe

s. Since

ATM specifications do not provide the multicast address abstraction, it is necessary for gn ATM

attached source or and ingress edge device, to know which the receivers are and which ATM a

ldresses

they have, in order to explicitly establish a VC with itself as the root node and the recipients as| the leaf

nodes.

5.1 Multicast Address Resolution Server - MARS

The Multicast Address Resolution Server is, as explained in [Arm96], an extended analogon of the
ATM ARP Server introduced in RFC 1577 [Lau94]. It is intended to be a registry, associating layer 3
multicast group identifiers with the ATM interfaces representing the group’s members. MARS mes-

sages are used to distribute multicast group membership information between the MARS and e
wishing to take part in an IP multicast group. This section offers a general description of MA
more details on MARS behavior and its architecture see [Arm96]. Other documents related td
are [GKW97] and [Arm97a].

ndpoints
RS. For
MARS




MARS Clusters

The MARS cluster is defined as the set of ATM interfaces choosing to participate in direct ATM con-
nections to achieve multicasting of AAL_SDUs between themselves. This involves that if multicast
¢communication is needed between nodes belonging to different clusters, an inter-cluster device must be
1sed, or else some extensions to MARS are needed. Some proposals for these extensions are explained
in Section 8.3.

Overview of MARS

As mentioned above, MARS is the multicast evolution of ATMARP. While the ARP Server keeps a
table of (IP,ATM) address pairs for the IP endpoints within a LIS, MARS keeps tables like:

(layer 3 mc-address, ATM.1, ATM.2, ... ,ATM.n)

1P nodes within the cluster, joining and leaving IP multicast groups, send appropriate messages to the
MARS, indicating these changes. This way MARS always keeps an updated table of group membership
information.

When a source needs to send IP multicast data through the ATM network, it requests the MARS to
end the list of group members in the cluster, and their ATM addresses.In order to communicate the
ources, the changes that occur in group membership, the MARS maintains a point-to-multipoint con-
rol VC, with all cluster members as leaf nodes. When a change in a group occurs, for example, a new
10de joins the group, the MARS sends one message on this VC which is received by all nodes in the
luster, irrespective of whether they are members of that group or not. The nodes which are not mem-
vers and do not want to send data to the group, simply discard or ignore the message, but those that
vant to send data to the group, use this information to update their cache tables or to modify the point-
o-multipoint VC, that they use to send multicast data for that group.

2.MARS_MULTI(R1,R2,R3) ‘;’ MARS

Source O\

o I o el ¥ — e S 51 0

! Figure 3: MARS Concept.

The Use of Multicast Servers with MARS

If multicast servers (MCS) are used, the behavior of MARS must be different, since it must provide the
ATM address of the MCS instead of the list of ATM addresses of the group members. However, the
MCS still needs to know this list of addresses in order to set up the appropriate point-to-multipoint VC.
Therefore, some messages must be interchanged between the MARS and the MCS.

First of all, a MCS must register as it, in a similar manner as nodes wishing to be cluster members
egister within the MARS. As a consequence of using MCS, MARS must maintain another point-to-
multipoint control VC called ServerControlVC. MARS adds to this VC all the MCSs in the cluster, so
that, for those groups in which MCS is being used, membership change messages are not delivered in
the ClusterControlVC, but on this new ServerControlVC. This way, these messages will reach only the
MCS, thus shielding the sources of the group from the membership changes.

=




Support for IP Multicast Routers

Since MARS defines the propagation of group membership information within the cluster, extra
are necessary to allow inter-cluster multicast communications. Multicast routers are expected

devices
to have

the same IP/ATM interface that a multicast host would use. Within this interface, multicast routers will
join and leave groups as any other ordinary cluster member. However, routers may belong to different

clusters at the same time, thus providing routing between these.

MARS Messages

In this section, some of the messages utilized by MARS are explained, because in later sectigns they

will be referenced. For more detail in these and other messages used in MARS, see [Arm96].
Several groups of messages can be identified, depending on their functionality:

» Messages for joining and leaving multicast groups: These messages will be sent by ATM
routers which want to join or leave multicast groups.

MESSAGE DIRECTION DESCRIPTION

MARS_JOIN HOST->MARS Allows a Host to join a goup

MARS_LEAVE HOST->MARS Allows a Host to leave a group
Table 3: MARS join/leave messages

NOStS Or

* Messages for sources sending multicast traffic: When a source/ingress device must send multicast

packets, these messages are used in order to obtain the list of ATM addresses of the end point
are members of the multicast group.

MESSAGE DIRECTION DESCRIPTION

MARS_REQUEST HOST->MARS A Host requests the ATM address list of the group.

MARS_MULTI MARS->HOST Answer to the MARS_REQUEST message.

Allows MARS to force cluster members to shift
MARS_MIGRATE MARS->HOST from VC mesh to MCS based forwarding tree in sin-
gle operation.

Table 4: MARS messages for sources.

* Messages for Multicast Servers:

MESSAGE DIRECTION DESCRIPTION

MARS_MSERV Allow multicast servers to register and deregister them-
MARS_UNSERY | MES>MARS 1 (1 s with the MARS.

MARS_SJOIN Allows MARS to pass on group membership changes to
MARS_SLEAVE MIARSZINIES multicast servers.

Table 5: MARS messages for multicast servers.

5.2 Other Models

s which

Other approaches related to the problem of group management can be found in [Smi97], [Mil95] and

[FMR97]. In [Smi97], a server (EARTH server) is used in a similar manner like MARS, and the

concept
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of a Multicast Logical IP Subnet (MLIS), ‘spanning’ the whole physical ATM network, is introduced.
This way, multicast communications would be carried out at the MLIS level, and not at the LIS level, of
the Classical IP model. Thereby intermediate routers between different LISs and the additional delay
and overhead introduced by them would be avoided. This model tries to provide shortcut capabilities for
IP multicast over ATM, which is achieved by having a unique MLIS. However, taking into account the
gcalability problems of this scheme, [Smi97] also includes the possibility of using multiple EARTH
servers which partition the ATM cloud into service zones (clusters) and use a protocol among them-
selves to synchronize their caches. This is of course a solution very similar to MARS, with some exten-
fions to support shortcuts.
In [Mil95] a simpler solution is proposed which uses IGMP for reporting group membership
¢hanges, like a usual IP network. There is no special device to map IP group addresses onto ATM
addresses. Routers forward IP multicast packets to the member groups and other routers, known by
GMP and IDMR protocols. In broadcast networks like Ethernet, after a router requests group member-
hip of the hosts in the network by means of IGMP Queries, only an IGMP Report is sent for each mul-
icast group, due to the fact that after the first one has been sent by any of the members in the network,
he others will receive this packet and will not send their own IGMP report. This host behavior was
elected because, in broadcast networks, the router does not need to know the identity of all the mem-
vers inside a particular network, but only whether there are members or not. In the solution proposed in
Mil95], IGMP packets are never forwarded by the routers attached to the ATM network. This require-
ent not to forward IGMP messages ensures that no host hears another’s IGMP Host Membership
eports, thus every host will send them to the router in response to an IGMP Host Membership Query,
and the router will get the addresses of all the members of the multicast group. The IP to address map-
ing will be in this case unicast IP address to ATM address, using ATM-ARP, NHRP, or any other
ethod.

In [FMR97] another proposal is made for Intra-LIS IP multicast among routers, using PIM-SM (Pro-
ocol Independent Multicast- Sparse Mode).This model is actually a less complex solution for a part of
he functionality provided by MARS. In this case, host-rooted point-to-multipoint multicast distribution

Cs have not been considered. MARS allows point-to-multipoint VCs rooted at either a source or a

ulticast server (MCS). The approach taken here is to constrain complexity by focusing on PIM-SM
taking advantage of information available in explicit joins), and by allowing point-to-multipoint VCs
to be rooted only at the routers. In summary, the method described in [FMR97] is designed for the
fouter-to-router case, and takes advantage of the explicit-join mechanism inherent in PIM-SM to pro-
vide a simple mechanism for intra-LIS multicast between routers. By means of this explicit-join of
PIM-SM, one router knows the IP addresses of other routers which have member hosts downstream,
and using ATM-ARP or NHREP, it is able to find out their ATM address.

P S N — S — L7 W -\

» Basic VC Management for Data Traffic

n RSVP/IP, the reservation establishment is independent of the data transmission, because the path for
e data transmission already exists before requesting and allocating resources. However, with ATM
etworks, the appropriate resource reservation must be done before data can be sent, that means an
ppropriate VC must be set up. Otherwise, there is no path for the data to be transmitted. Therefore
outers at the ATM network edges need to manage the opening and closing of ATM connections, when
SVP reservations are made and released. The optimal scheme for connection setup and tear down will
epend on:

o

The cost of setting up a connection vs.
The cost of keeping the connection open for future use by another flow.
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Different flow to VC mapping strategies can be imagined. In the next sections some of them
shown and their advantages and disadvantages analyzed.

6.1 PVCs vs. SVCs

Both, PVCs and SVCs can be used to provide data paths for the IP packets. The use of PVCs
ATM layer become a simple data link layer, similar to a leased line. PVCs are set up manually,
expected to be long-lasting. With PVCs, there is no issue of when or how long it takes to set
since they are made in advance. However, the resources of the PVC are limited to what has b
allocated. The utilization of SVCs makes more flexible usage of the ATM network and allows m
cient flow mappings, but is on the other certainly more complex. If SVCs are used the cost of sd
a VC (not only with respect to time but also economically) turns out to be an important pararn
well as the scalability characteristics of the mapping between RSVP flows and ATM VCs if the
VC space is taken into account.It is obvious that an SVC scheme uses ATM’s capabilities m
ciently. However, the drawback is the setup time.

One could certainly think of some more complex usage of both types of VCs which would ¢
PVCs between nodes inside,the ATM network acting as stable aggregated traffic pipes whil
periphery of the ATM network SVCs would still be used. A similar kind of aggregation mode
investigated in Section 9.

Figure 4: Mixed scheme. PVCs and SVCs.

6.2 Types of Traffic

It is helpful to identify which types of traffic shall be multicast over an ATM subnetwork and iny
the VC management issue along these types. We can distinguish three types of traffic:

1. Best-effort multicast data
2. QoS multicast data
3. RSVP control messages

Other traffic types could be included in this list, as e.g., control messages belonging to multicas
protocols or to IGMP. Especially for control messages, it would be an advantage if they receive
service than a simple best effort service.

6.3 Best-Effort Multicast Data

This type of data is the multicast data that would be transmitted in the IP architecture if RSV
used. In this case no QoS is requested.
The straightforward solution for VC Management would be to setup a point-to-multipoint V
members of the group in the same LIS/Cluster, when there is data to send, as proposed in [
Inter-LIS/Cluster communications can be done through multicast routers (see also Figure 5).
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Shortcuts could also be used, even though it does not seem strictly necessary. The utility of shortcuts
s to avoid the increased delay due to processing in intermediate nodes (AALS reassembly and IP pro-
cessing), and to off-load intermediate routers. However, since this traffic is best-effort, it is expected not
to have critical delay requirements. The discussion of using shortcuts or not will be treated in more
depth in section 8§..

LIS, LIS,

N !
Source

I
AH'M

point-to-multipoint VC | |

/1
|

mrouter

Figure 5: Inter-LIS multicast with multicast routers.

6.4 QoS Multicast Data

The VC management strategies for QoS multicast data is certainly one of the most important issues in
mplementing RSVP/IP Multicasting over ATM. The key points that should be analyzed in this case are:

¢+ how different RSVP reservation styles influence the flow to VC mapping,
¢ when to setup and tear down a VC, and
¢ how to map RSVP flows onto VCs.

6.4.1 RSVP Styles and VCs

In [BCB*98] there is an analysis how the different RSVP reservation styles influence in the flow to VC
mapping model. That means how the different reservation styles of RSVP should be translated into a
Tumber VCs.

Yildcard Filter (WF)

In this style of reservation, the receiver requests some quality of service for an unspecified set of sources
of the group, i.e., all the sources that send to the group would share the same reservation. This style of
feservation is intended for communication scenarios where only a limited subset of sources is expected
to send data at the same time. For example, in the case of audioconference, there is usually only one
gpeaker at anytime. If only one source is sending at the same time, it will use the whole reservation
gstablished (i.e. the whole bandwidth) for its data.

In this case, it seems that the use of one VC, point-to-point or point-to-multipoint depending on the
nnumber of receivers, fits well to this style of reservation. The QoS of the VC should be the QoS
requested by the receiver/next hop, and all the traffic addressed to that receiver/group, regardless of the
dource, should be sent out on this VC.

However, it has to be realized that this solution does not support the sharing of reservations as well as
it was planned in the RSVP design. It is only the best solution among the currently possible solutions. It
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1s not the best way to map wildcard filters in general. This fact is illustrated in figure 6, where there are

two senders and two receivers, which request a WF reservation.

R1 Sl s

ATM

(a) (b)

Figure 6: Wildcard Filter sharing.

In case (a), the currently possible model is shown. Each source establishes its point-to-multip

vint VC

towards R1 and R2. As can be seen, the reservation is not actually being shared among both sources,
because each one of them has its own VC. In (b), the reservation would be really shared among all the
sources. However, what is necessary for this approach, is a multipoint-to-multipoint VC, which is not
(yet) supported by ATM. Anyway it must be noted that this would be the optimal mapping for wildcard

filters.

Shared Explicit (SE)

This style is similar to WF, but in this case a specified set of sources is signalled. The same argumments as

in the WF case are valid for this style with respect to using the same VC for traffic coming fro
of specified sources. However, there might be more sources for the group than those specified in

the set
the res-

ervation. Traffic from these sources should be treated as best-effort traffic, using the VC manggement

strategy for this kind of traffic, for example, setting up another VC to the receiver, sending be
traffic to a multicast router, and so on.

Fixed Filter (FF)

st-effort

With this kind of reservation style the receiver/next hop requests a certain QoS for the traffig from a

specified source. This leads to the straightforward solution of mapping such a flow onto one spe
tailored VC with adequate QoS. As in the case of SE, other VCs may be necessary for traffic
from other sources (best-effort or QoS), and even for the same source and other receivers/next
they do not request quality of service, or the heterogeneity model being used permits the use of
VCs of different QoS (see also section 12).

6.4.2 VC Initiation

When mapping the RSVP mechanisms onto ATM there is the obvious question about where aij
to setup a VC for a RSVP flow. Two approaches are distinguished in [SWS97]: the subne
approach and the subnet-receiver approach.

Subnet-Sender Approach

Even though RSVP is receiver-oriented, since the receiver requests a reservation by means of
message, the actual allocation of resources for the downstream link takes place at the subnet se

cifically
coming
hops, if
several

\d when
t-sender

 RESV
hder. In
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an RSVP over ATM implementation, this means the sender/previous hop should set up the required
VCs for the communication.

With respect to the timing of the VC setup, in principle two different options exist. The earliest pos-
sible point in time would be when the first PATH message is being received. However this choice seems
to be too hasty since, though there are PATH messages, it is possible that no reservation requests are
ssued and therefore, no specifically tailored QoS VC would be necessary. In particular, for multicast
communications too many resources would be wasted if no reservation is requested and a point-to-mul-
tipoint QoS VC to all receivers is established just because a PATH message was received. Moreover, it
s by no means for sure that the receiver requests what was specified in the PATH message and thus a
wrongly dimensioned QoS VC could be setup.

The other and more reasonable option is to setup the QoS VC when a RESV message is received,
and therefore a reservation is actually requested. This leads to reserving resources only when necessary
but incurs additional delay for the VC setup before the RESV message can be passed on upstream.
From the point of view of VC management for multicast, this is a convenient choice since it is simple
for the virtual source to setup point-to-multipoint VC(s), and add more leafs nodes as their reservation
requests arrive. Furthermore, this option allows the ingress edge devices to use different VC manage-
ment strategies, and all of them could interoperate, since the decision of setting up a VC or not is local.
[ts main problem, however, is the scalability. This model would not support large multicast groups as
he ingress edge device might become overloaded due to the load of setting up and tearing down
branches of a point-to-multipoint VC for a large and dynamic multicast group. Nevertheless it is the
bnly choice if UNI 4.0 L1J is not available. '

gubnet-Receiver Approach

[n this approach it is the receiving/egress edge device who sets up the QoS VC. If only UNI 3.0/3.1 is
available, there is one way to achieve this: the receiver/next hop sets a VC up, requesting resources only
n the reverse path. This would work for the unicast case, but not for the multicast case. So, the subnet-
receiver approach is very limited when only UNI 3.0/3.1 signalling is provided. Here it seems more
attractive to use the subnet-sender approach.

However, if UNI 4.0 is available, the L1J mechanism may be helpful for the multicast case of the sub-
net-receiver approach, since the processing load of the virtual source, related to the VC setup process,
¢an be distributed among the receivers. This solution would have a higher scalability than the subnet-
sender one with its centralized VC management. However, if more complex VC management algo-
rithms are desired, which allow some degree of VC space saving and heterogeneity support, it may be
difficult to integrate them with the L1J facility. These algorithms need centralized knowledge and would
therefore most easily be executed by the ingress edge devices. This is due to the fact that the decision of
adding a receiver to a certain already existing VC or to create a new one for it must eventually be taken
at the ingress edge device. Extra signalling would be necessary to integrate the centralized VC manage-
ment algorithms with the distributed philosophy of LI1J.

5.4.3 VC Teardown

SVP has its own flow teardown mechanisms (tear down messages or timeouts), thus inactivity timers
s they are used in the Classical IP model and proposed in [Lau94] are no longer needed.
In case that there is a one-to-one mapping between RSVP flows and VCs, a VC should be torn down,
hen 1t corresponding RSVP reservation is deleted or timed out. However, if more complex VC man-
gement strategies are being carried out, the teardown of a VC would depend on whether there are still
ows using the VC or not. In any case, the VC teardown should be governed by the RSVP flow termina-
ions, and not by RSVP-independent timers. Otherwise, valid VC(s) with QoS support could be torn
own unexpectedly [BCB*98].



6.4.4 Flow to VC Mapping

There are four categories with regard to this issue:

1. “1 VC per flow””: This case is suitable for unicast and homogeneous multicast communications. The
main advantage of this solution is that the traffic control and scheduling capabilities of the ATM net-
work can be directly utilized. The drawbacks of this scheme arise when receivers request different

qualities of service. In this situation the following problems can occur [BCB*98]:

* A user making a small or no reservation at all would get a “free ride” across the ATM network on any

receiver making a (larger) reservation.

data flow. However, the receiver could still want to receive data on a best effort basis. With only
per flow this would not be possible i we assume that always the highest QoS in a session is take
setup of a VC.
* Resources would be wasted and blocking probability could be higher than necessary

A “more heterogeneous” model is needed to deal with this problems.

* A user might not be able to join the QoS VC because of lack of local resources to process the higI quality

one VC
for the

2. “n VCs per flow”’: This is the option that allows more heterogeneity and that, generally speaking,
consumes more ATM resources (with respect to the number of VCs). The number of VCs per flow,

will depend on the degree of heterogeneity that shall be allowed. The heterogeneity pro

blem 1is

treated in more detail in section 12 and a flexible algorithmic framework for managing the h¢teroge-

neity support is proposed.
3. “1 VC per n flows”: That is an aggregation model without heterogeneity support. This

scheme

involves much more complexity, especially for the multicast case, since it requires that the different

groups have the same virtual receivers. Otherwise, virtual receivers/egress edge devices must
pared to receive data which is not addressed to them thereby certainly wasting bandwidth.

be pre-

4. “n VCs per m flows”: Aggregation model with heterogeneity support. This is certainly the most

complex model of the four, and its use may be only justified in the core of the network, where
enough potential for multiplexing traffic of different groups and QoS levels in order to take ad
of this model.

Aggregation models will be discussed in section 9.

7 VC Management for RSVP Control Messages

there is
vantage

The two most important RSVP control messages are PATH and RESV. While PATH messageg can be

sent to a multicast address, RESV messages are sent to a unicast address, the previous hop ¢
How to manage VCs for RSVP messages depends on several factors [BCB*98]:

* Number of additional VCs needed for RSVP signalling.

* Degree of multiplexing on the RSVP control VCs.

* Latency in dynamically setting up new RSVP signalling VCs.
» Complexity of implementation.

Different options to assign VCs for RSVP signalling messages are proposed in [BCB*98]:

* Use the same VC(s) as for the data.

* Use a single VC per session.

* Use a single point-to-multipoint VC multiplexed among sessions.
* Use multiple point-to-point VCs multiplexed among sessions.

7.1 Same VC for Data and Control Traffic

RSVP signalling messages are sent on the same VC as the data traffic. The main advantages
scheme are:

\ddress.

of this
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| No additional VCs are needed beyond what is needed for the data traffic.

| There is no ATM signalling latency for PATH messages.

| There is also no multiplexing with control messages from other RSVP sessions, therefore the com-
plexity is very low.

[ts disadvantages are:

*| When data traffic is nonconforming, RSVP messages may be dropped (“fate sharing” with data).
Even though RSVP messages are resilient to some level of dropping, this may lead to repeated tear-
ing down and reestablishing QoS VCs.

e If the communication is multicast, PATH messages will be able to use the point-to-multipoint VC
that was setup for data transmission, but in the upstream direction, the RESV messages cannot be
sent using that VC, since point-to-multipoint VCs are unidirectional. In this case, RESV messages
will have to use another VC.

7.2 Single RSVP VC per RSVP Reservation

This option means using a separate VC for RSVP signalling traffic, in parallel with the QoS VC for the
data. In this case the number of VCs needed is twice the minimum required, however there is still no
nultiplexing between sessions and therefore the implementation complexity is still low. Once a data VC
s created, a separate signalling VC is also created.

In the case of multicast this solution again shows deficiencies. Since the RESV messages have no
ay to be sent in the reverse direction of the PATH messages they still need a special VC.

—

<

.3 Multiplexed Point-to-Multipoint RSVP VCs

n this scheme each ingress edge device uses a point-to-multipoint RSVP signalling VC for each unique
et of egress edge devices. With this approach the number of VCs needed is much lower, since it allows
ultiplexing among control traffic that shares the same ingress edge device and the same set of egress
dge devices. The likelihood for a multiplexing gain is greater if the number of edge devices surround-
hg the ATM network is not too large, since otherwise the probability that two different groups have
xactly the same egress routers can become very low.

A problem of this scheme is due to dynamic membership in IP multicast groups, which might lead to
different set of egress edge devices for a certain multicast group. The RSVP control traffic must now
yse a different point-to-multipoint VC to be transferred.

Nevertheless, the number of VCs used will be lower than in the one signalling VC per reservation
pproach. The exact savings depend on the patterns of the traffic and the topology of the ATM network.

D = O = »n == <

jo§]

o]

.4 Multiplexed Point-to-Point RSVP VC's

sing bidirectional point-to-point VCs it is now possible that PATH and RESV messages follow the
ame path through the ATM network. This allows for a certain saving of VC space. While the scheme
llows for multiplexing between sessions, it requires the same traffic to be sent on each of several VC's.
The number of VC's will be at most n(n-1)/2, where n is the number of edge devices.

7
This approach uses one point-to-point VC from each ingress device to each of the egress devices. By
Y
S
3

7.5 Alternative Scheme

o |

he options presented above all share the idea to let RSVP control messages follow approximately the
same path as the data, reaching their next/previous hops as in an IP network. An alternative scheme, as
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proposed in [SCSWO97], uses a centralized server for receiving and sending RSVP control jmessages

over the ATM network. Moreover, this server also acts as a multicast address resolution ser
EARTH [Smi97]. This way, regardless of the next/previous hop to which a RSVP message mus
it will always be sent to this server, the so-called Multicast Integration Server(MIS). In fact, thi

er using
[ be sent,
5 scheme

utilizes a completely new signalling between edge-devices and the MIS, for establishing reservations at
the layer 2 level, which unifies the multicast address resolution messages with the QoS requgsts mes-

sages.

The main problem of this model is its scalability, since the server, following the model pro
[SCSW97], must keep state of all RSVP sessions, senders and receivers, and carry out RSVP
ing for all these sessions. Moreover, this RSVP processing is also necessary in the ingress edge
thus duplicating not only the RSVP State Information but also the RSVP processing.

Figure 7: Multicast Integration Server Architecture.

7.6 Observations and Own Scheme

posed in
process-
devices,

Probably none of the above solutions is optimal for every environment. An approach that send RSVP

messages through the same VCs as the data packets tries to imitate the model followed in legac

y IP net-

works. In these networks RSVP messages are sent like normal data packets because they cannot be
treated in any other way. However ATM networks allow for isolation between data and signdlling by
using different VCs. On the other hand, using one signalling VC for each RSVP session may be too

resource-intensive. Schemes for saving signalling VCs by multiplexing control traffic between

sessions

may be too complex to implement. Moreover, it is not always obvious that the effort is worthwhile the

potential for control traffic multiplexing. The multiplexing approaches seem to make most sen
core of the network.

se 1n the

If the problem is restricted onto the unicast case it is much easier to solve. In this case, RSVP mes-
sages could simply be sent on the point-to-point VC set up towards the receiver/next hop, ¢nabling
some bandwidth if necessary in the reverse direction of the VC, for the upstream control traffic| as e.g.,

RESV messages.

The main difficulties arise with the multicast case, where some nodes may be reachable through best-
effort VCs, and others through QoS VCs. Of course, none should stop receiving RSVP messages. Due

to the fact that in an IP Multicast over ATM implementation there will probably always be an
for address mapping, as e.g., MARS or EARTH. This instance could be used for RSVP messag

Instance
¢s deliv-

ery. For example, MARS could be used as a Multicast Server for RSVP messages, thereby making pos-

sibly use of the VC connections that it maintains already with all the cluster clients, or at least

atilizing

its knowledge about the IP multicast group-ATM addresses relation. This model can be viewed as a
simplification of the model proposed in [SCSW97]. The simplification lies in not making any RSVP

processing in the extended MARS but only forwarding RSVP messages to the appropriate dest

inations.
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is way, all RSVP messages should be sent always to the server, which will only forward them to the
appropriate destinations. Therefore, this server becomes a RSVP message multicast server in addition to
being a multicast address resolution server. With these two properties some processing with the RSVP
essages could be done in this server, in order to simplify things as for example shortcuts. The receiver
cpuld send RESV messages directly to the source, if the server does not modify the previous hop object
of PATH messages. Alternatively they could be sent to the server, if it included its address in the previ-
ous hop object of PATH messages. In this case, the server could include some objects into the RESV
messages as for the ATM address of the virtual receiver/next hop, in order to simplify a shortcut from
the ingress to the final egress edge device.

Source RESV(R1)

Source

Figure 8: MARS as RSVP Message Server.

SVP messages could be sent to the MARS as they are, or encapsulated in new MARS messages. The
idvantage of encapsulating would be the possibility to let MARS clients include some more informa-
ion, as e.g., from which MARS client a message was sent. This information would be useful, because if

e Cluster Control VC is used to deliver RSVP messages all MARS clients will receive them, including
he client which sent the message. With this information, the MARS client process will only pass the

SVP message to the RSVP daemon, if the message has not been sent by that cluster client itself,
espectively if the cluster client is a member of the group the RSVP message is addressed to.

possible improvement [Mil95] of all the strategies for delivering RSVP control messages over the
TM network is, that once a QoS VC is set up for a flow there is no need to refresh RSVP state along
hat segment of the flow. RSVP messages would only need to be sent if the QoS parameters of the flow
ere to be changed, or if the flow were torn down. This would eliminate the problem of RSVP mes-
ages implosions at sources of large distribution trees, except during initial setup, but would produce
ard state at the edge-devices of the ATM network.
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8 Shortcuts vs. Hop-by-Hop

In figure 9, PATH messages are delivered hop-by-hop to the final egress edge device. If the intefmediate
routers do standard RSVP processing then they will each “sign” the PATH messages as previqus hops.
According to the thus established PATH state, RESV messages will be transported back hop-hy-hop in
the reverse direction setting up a concatenation of VCs between the routers connecting different LISes/

MARS clusters.

Let us suppose now that all intermediate edge device forward PATH messages without modifying the

previous hop object. Then the RESV message of the final egress edge device would be sent s

aight to

the ingress edge device and from there a shortcut VC to the egress edge device could be established.
This is only an example of a modification in the router behavior that would allow shortcuts for RSVP-

signalled data flows.

Before considering approaches to support shortcuts, the general merits and drawbacks of this tech-

nique should be recalled:

* Advantages are
« that lower delays can be achieved due to maximizing the switched path,

* that ATM’s PNNI and its QoS routing capabilities can be utilized over the whole ATM subnetwork and

not just a LIS/Cluster, and

» that routers are off-loaded, thereby avoiding them to become bottlenecks.
* Disadvantages are

» that the virtual source to the ATM network might become overloaded due to a so-called “VC im

plosion”

problem: if the ATM network becomes large, then there will be too many reservations to manage and too

many RESV messages to process,
= that shortcutting reduces the potential for aggregation of flows at the network layer, since less f]

ows will

share the same ingress edge-device the closer the ingress edge device is located to the actual sourges.

Hence, shortcutting is not good by virtue. We must thus determine when establishing a shortcut|is really

worthwhile. A prerequisite to establishing a shortcut is that the amount of data and the lifetin

e of the

flow are large enough to justify the effort. The decision to establish a shortcut should be based on the
load of the intermediate routers as well. If those are already very loaded, then a shortcut might be the

only possibility to establish data flow across the ATM network. The VC management scheme to
shortcuts should thus take into account state parameters of the ingress edge device and all the int
ate routers of the hop-by-hop path. In general, the following basic rules can be given:

support
ermedi-

 If the source is not able to support shortcuts, then, in case of an RSVP session, the next reservations

requests should be processed and merged by the intermediate routers.
» If the source supports shortcut and any of the routers is overloaded then a shortcut should b
lished.

e estab-

* If the source supports shortcut and none of the routers is overloaded, both, shortcut and hoptby-hop

are principally possible.
» [f the source and the routers are overloaded, none of both schemes will work.

In the next sections we will analyze some existing approaches and propose new ones for shorf
This investigation will be made along the criteria of best-effort vs. QoS and uni- vs. multicast tr

8.1 Shortcut for Best-Effort Unicast Communications

In the best-effort case, shortcuts should not be necessary, as this kind of traffic has no strict
requirements. Anyway, if a shortcut is desired, the standard way for unicast to establish it,
NHRP [LKPC98]. NHRP is the IETF’s extension of ATMARP for getting ATM addresses of I
outside the local LIS. NHRP messages are encapsulated in IP packets and sent using IP routing

cutting.
affic.

timing
S using
P nodes
. If one
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of|the nodes in the IP path has in its cache the ATM address of the IP address requested, a new message
is jsent back to the source node with this information.

e L Y = oy oy e &

Figure 9: NHRP Protocol.

812 Shortcut for QoS Unicast Communications

p—

1 this case, both, the subnet-receiver and the subnet-sender, could setup the shortcut VC since point-to-
pint VCs are bidirectional and asymetric. However, a subnet-sender approach is probably more reason-
ble, since the ingress edge device certainly knows best about his current load due to processing of
hortcuts. So, we only regard the subnet-sender-initiated shortcuts here. If shortcut is desired for this
ase and a reservation request has actually been issued by the receiver, then the RESV messages should
nly be processed by the ingress edge device, and not by any of the intermediate routers. There are dif-
¢rent approaches to achieve this:

o 0 v o9

-

1. The virtual source could include into the PATH message an object that contains its ATM address,
so that the subnet-receiver who requests a reservation can send its RESV message right to it, as sug-
gested in [BFGK96]. That would, of course, mean modifying the RSVP protocol by including this
new object and adequate processing for it.

Short-cut.

router

Figure 10: PATH message with source ATM address.
2. By means of some indication the receiver could tell the routers not to process the RESV message
but forward it to the ingress edge device. This way the subnet-source would see the final egress edge
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device as next hop and could establish a shortcut to it.

g:oulcr

Figure 11: Forwarding “unmodified” RESV message upstream.

router

Another question is: how does the subnet-source know the ATM address of the subnet-recei
possible solutions are:

er? Two

1. Use NHRP to get that ATM address. It may take some time, however, since it is expected that the

lifetime of the connection be much longer, that should be acceptable.

A Y . Edge-device.
ATM address: X

L
I

4.Short-cut lnw:u’d' i\
Ll

ih &

B

) Receiver

N\
3.RESV(X) knows X

router.

Figure 12: Non-RSVP capable edge device.

2. Include a new object in the RESV message which carries the ATM address of the subnetjreceiver

to which the shortcut should be established [BFGK96]. This solution would also permi
RSVP capable egress edge device. The next RSVP-capable hop would be connected to t
device. It sends its RESV message including the ATM address of the egress edge device in
object. This way, the source knows the ATM destination of the QoS VC.

[ a non-
his edge
the new
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8.3 Shortcut for Best-Effort Multicast Communications - Extending MARS

[n this case there are no RSVP messages or, at least, there are no reservations yet. Let us suppose that
we are using MARS in conjunction with the VC-mesh approach. Then, for inter-cluster communica-
tions, one or several multicast routers will be used as illustrated in figure 13.

DATA+PATH

- mrouler

Figure 13: Multicast with multicast router (hop-by-hop).

f we desire to establish a multicast shortcut, MARS needs to be extended in a stmilar way as ATMARP
had to be extended to NHRP in order to support shortcuts for the unicast case. There are however some
serious problems when trying to establish shortcuts for the multicast case:

1. How does a source get to know the ATM addresses of receivers outside its own cluster and how
should it keep track of membership changes outside the cluster. MARS should be modified to pro-
vide this information to the source. Therefore a form of coordination between MARSes is probably
necessary.

2. It is possible that the number of receivers or members of a group exceeds the greatest point-to-
multipoint VC a source or the ATM network is able to set up, as explained in [Arm97a]. In this case,
either the number of group members must be limited, or a mixed scheme of using shortcuts and
multicast routers could be designed for this situation. However, both options have their drawbacks.
To limit the number of members in a group could certainly be very restricting for future large-scale
multicast applications. The mixed scheme of using shortcut and hop-by-hop requires a complicated
management due to the fact some receivers receive data through the shortcut VC while others get
them from the hop-by-hop path. This would also results in different QoS for those two kinds of
receivers.

An alternative to alleviate at least the second problem would be to have some kind of multicast servers
in order to aid the source, in case no more leat nodes can be added to the point-to-multipoint VC. This
scheme would result in a cascade of sources, Usually, a very small number of cascaded sources will suf-
fice. In most cases, no more than one of these devices should be needed in any multicast communica-
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tion. This is valid if the number of group members is less than twice the maximum number of nodes

allowed in a point-to-multipoint VC. The case of one auxiliary source is depicted in figure 14.

Figure 14: Cascaded Sources.

No IP processing is needed in the auxiliary multicast servers, because its only function is to ex{end the

point-to-multipoint VC of the source. Thus, instead of a multicast server at the IP level it could

be a an

device which only takes incoming cells and forwards them on a point-to-multipoint VC. It is rjot even

necessary to do AAL processing within this node.

Extending MARS

In this section we propose extensions to MARS in order to allow shortcuts in the multicast case.

Another proposal to extend MARS with shortcut capabilities, the VENUS architecture, is expl
[Arm97b].

ained in

One of the problems that must be treated is how the source gets to know the ATM addresses of the

receivers outside its own cluster. First of all, MARS_REQUEST messages should be modified

n order

to let the source specify if shortcut instead of normal hop-by-hop routing is desired. This could be
achieved by adding a new TLV(Type-Length-Value) field in the MARS_REQUEST message, which

indicates to MARS that the source would like to establish a multicast shortcut.

In turn, the MARS should then answer in its MARS_MULTI message with all the ATM addresses of

the ATM subnet-receivers of the group. To be able to do that, a scheme that allows MARS to k

how the

addresses of receivers registered at other MARSes is needed. Therefore some messages between
MARSes from different clusters is necessary. In the unicast case with NHRP, a request message is sent
inside an IP packet, being forwarded to different NHSes(NHRP Servers) until one of them knows the
ATM address requested. In case of MARS, this request message should be addressed tg others
MARSes. However, the requesting MARS does not know which other MARSes have membeis of the

group, so two approaches are possible:

1. Send the request message, one by one, to all the MARSes of the network. This certainl

y shows

scalability problems if the number of MARSes is becoming large. Furthermore, the requesting

MARS would need to know the ATM addresses of all MARSes in the ATM network.

2. MARSes should be also IP nodes. This way, they could join a specific IP multicast gro
cated to the inter-MARS communication. Thus, requests for group members of specific IP
groups would be received by all MARSes, and the ones that have members of that group
cluster could answer with a list of the group members and their ATM addresses. The answ
be sent as an IP packet back to the source IP address of the multicast packet received,

p dedi-
ulticast
in their
er could
1.e., the

requesting MARS, or, alternatively, to the multicast group of all MARSes. The second option will
result in more traffic than the first one in general and seems therefore inferior, but would have the
advantage that group membership information could be cached by MARSes even if they have not
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yet requested it.
3. MARSes are in higher level cluster with one dedicated MARS to which requests are sent and
which sends answers back.

* with shortcut
indication.

source MARS2

source

R2 R2

R1 RI

MARS3 MARS3

R3

SOUICE source FIMaARST ™ MARS2

4 MARS"MPLTL:(R1.R2,R3)

Rl 5. Shortcut VC.

MARS3

MARS4
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Figure 15: MARS extensions.

With one of theses approaches, it is now possible for the MARS of the cluster in which the source is
located to get to know all the receivers that currently belong to the group, as illustrated for the second
approach in figure 15. However, IP multicast groups are dynamic, thus membership changes in other
¢lusters must be tracked in some way.
One possible approach is that each of the MARSes adds the requesting MARS to its Control Cluster
VC, so that if changes in group membership occur, the requesting MARS is aware of them. This solu-
tion is certainly not scalable since the requesting MARS must be added to all the Control Cluster VCs
and must process the information received on all of them. It should be noted that it would even need to
e added to the Control Cluster VC of clusters that have no members for that group, because they might
j:ppear anytime.
A more scalable solution would be to indicate group changes to other MARSes by encapsulating
these messages in IP packets. These packets should only be sent in case that, for the group that has
¢hanged, a requesting MARS message has been received, i.e., there is a source somewhere in the ATM
network using multicast shortcut for that group. This way group changes would be delivered by IP
packets between different MARSes. The question is how a MARS knows where the shortcut sources are
and whether they are still active. A MARS_REQUEST message with a shortcut indication from a
source to its local MARS can be seen as a way to register as a “shortcut source” within this cluster. Sim-
ilarly, the request message sent to the IP multicast group of MARSes can be a way to register within all
other MARSes as “MARS with shortcut sources for that group”. With this information each MARS
whose cluster have changes for that group could notify them to the MARSes which have a shortcut
jource for that group. When a source decides to finish its connection, a message should be sent to the
Iocal MARS to delete this source as a “shortcut source”. This could be done by introducing a new type
of message in the MARS protocol, or simply using a MARS_REQUEST message with a TLV field
ndicating that the source does not need shortcuts any more. A similar message should be sent by the

1

e
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MARS to the IP multicast group of MARSes in order to be deleted as “MARS with shortcut spurces”

for a particular group, if it has no “shortcut sources” for that group any more.

The main problem of this solution and the one proposed in [Arm97b] is scalability. The same limita-

tions about the MARS cluster size, as explained in [Arm97a], can be applied to the presented

MARS

extension. Therefore, as [Arm97b] concludes, in essence, there is little difference between a YENUS
domain, or in our case, the set of clusters participating in shortcuts, and a large MARS cluster. This may
lead to the conclusion that the problem of multiple-LIS multicasting could also be solved by simply cre-

ating a single large MARS cluster as proposed in [Smi97].

UNI 4.0 L1J Facility

If UNI 4.0 Leaf Initiated Join is available, short-cut for multicast best-effort communications| can be
simplified to some extent. For best-effort multicast communications the LIJ facility is useful, since now
the source does no longer need to know the ATM addresses of the members of the group. With LIJ, it is

the receiver who joins the point-to-multipoint VC(s) if it desires to receive best-effort multic
over a shortcut VC. Therefore, the problem now is to find out the identifiers (GCIDs) of the
point-to-multipoint VCs for that group. MARS is currently designed to provide the ATM addr
members of a group. Some extensions or a different protocol would be necessary to provide a
which wants to use L1J with the GCIDs of the point-to-multipoint VCs of the group.

8.4 Shortcut for Multicast QoS Communications

One of the problems in implementing shortcut in the best-effort case is that, because of the IP n
model, the source neither knows nor is informed about which members there are in the group
fore, a procedure for the source to get to know this information is required. MARS is an implem

ast data
existing
esses of
receiver

\walticast
There-
entation

of such a procedure, but its coverage is limited to the cluster. The problem, thus, was extendingl MARS
so that it works also for inter-cluster communications in a scalable manner even if dynamic memnbership

is taken into account.
For the QoS case, where RSVP signalling is used, establishing shortcuts becomes actuall
than in the best-effort case. Because when a receiver requests a reservation sending a RESV me

y easier
ssage to

the previous hop, it is explicitly notifying its identity (by means of its IP address at least, if n¢ exten-
sions are being made). Therefore, the source knows which are the receivers of the group by means of
the RESV messages. No additional mechanisms are necessary for finding the identity of the virtual des-

tinations.
If shortcut is being used for best-effort multicast data and thus for PATH messages, the previ

ous hop

of the PATH message where the receiver has to send its RESV message to, is the ingress edge device
itself. If hop-by-hop is being used, the PATH message could be modified to contain an indication for the

multicast routers to not modify the previous hop object of the PATH message. Hence, the
would send its RESV messages straight to the source. With both methods, the ingress edge wou
the IP addresses of the receivers to which a shortcut VC shall be established. However, what it

receiver
d know
needs to

know is the ATM addresses of the subnet-receivers, the leaves of the shortcut point-to-multipoint VC. It

is the same problem as in the unicast QoS case and thus the same approaches are possibly ap
The first option is to use NHRP to discover the ATM addresses of receivers outside the cluster.
the advantage of using a standardized mechanism, this has the following drawbacks:

1. The delay until a QoS VC is established could be too long, especially if the multicas
becomes larger and more dynamic.

2. There is a problem with non-RSVP capable egress edge devices, because for those next
ATM network egress will not be the same machine.

licable.
Besides

it group

hop and
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A more efficient solution would be to include a new object into the RESV message, which contains the
ATM address to which a shortcut should be established, as described for the unicast case. This way
every member of the group which wanted to receive data with QoS could send a RESV message con-
taining additionally the ATM egress point. With this information, the ingress edge device could add it to
an existing shortcut point-to-multipoint VC, or could create a new shortcut VC, or could take any other
decision depending on the VC management strategy being implemented.

o \Il'lll)ul\: L)

O

[ ] MARS3

! R3

Figure 16: Forwarding RESV messages.

UNI 4.0 L1J Facility

On first glance, L1J seems to be a good match with the receiver-oriented philosophy of RSVP. However,
when a receiver requests a reservation, a RESV message is sent upstream, but the actual reservations are
carried out in the downstream interfaces. Therefore, in the ATM context, it seems reasonable that the
subnet-sender should be the one who sets up the branch of the point-to-multipoint VC.

With L1J, however, it is possible that the branch is setup by the subnet-receiver when the RESV mes-
sage arrives at the egress edge device. If L1J is used, then a useful modification of RSVP would be to
nclude the GCID of the shortcut point-to-multipoint VC into the PATH messages sent by the ingress
edge device in order to be able to join that VC by the egress edge device. As an advantage of using LIJ
the load in the ingress edge device would be lowered and thus a better scalability with the number of
receivers could be achieved.

If a VC management strategy that permits the use of multiple VCs for a single RSVP session, in
brder to e.g. support some degree of heterogeneity, a receiver might either be offered a choice of differ-
ent VCs which he could join or the source decides according to global criteria which VC is appropriate
for a receiver to join and just sends one GCID in the PATH to the egress edge device. Here it becomes
bbvious that LIJ is not such an elegant solution as one would expect at first. While a choice of different
VCs to join does not optimize the VC management according to global criteria, the other option of
leciding which VC is appropriate for a receiver at the virtual source before a RESV message has been
received is very restricting. The centralized nature of VC management strategies just does not fit very
well to the decentralized concept of LIJ.

8.5 Location of the Shortcut Decision

The fact whether shortcuts are used for best-effort traffic or not, affects the way RSVP control messages
are delivered over the ATM network. This, in turn, influences the way shortcuts for RSVP flows can be
¢stablished and which instance decides about the establishment:

If shortcut is being used for the best effort traffic, establishing shortcut for the QoS case is straight-
forward, since the RSVP PATH messages travel from the ingress edge device straight to the egress
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edge device, without any intermediate IP nodes. Therefore, the previous hop is the ingress edge
device. In fact, in this case there is no other choice than using shortcut for the QoS case.
If hop-by-hop is being used for the best effort case, using shortcut for QoS traffic might be an initia-
tive of:
* the ingress edge device,
o the egress edge device,
» the intermediate routers.
If the source decides using shortcut, one of the methods explained above methods, as e.g. modifying
the PATH message, should be utilized. Some changes are also needed in the intermediate royters, in
order to avoid them modifying the previous hop object of the PATH message.
If the receiver wants to use shortcut, then the RESV messages could be sent right to the squrce or
ingress device, regardless of the previous hop of the PATH message. A possible way to be able to do
this is to include the ATM or IP address of the ingress edge device into the PATH message.
If hop-by-hop is being utilized for best-effort traffic and receiver-initiated shortcuts for the QoS
traffic are desired, it requires some coordination between the receiver and the multicast router(s) the
best effort traffic goes through. This is needed in order to delete the nodes that are using ghortcut
VCs from the best-effort VC.
In case QoS traffic would be delivered hop-by-hop, deleting the receiver from the best-effort VC
when it requests a reservation is also necessary, but here an intermediate router knows which teceiver
requested a reservation, what kind of reservation (i.e. style) and for which source(s). With this infor-
mation, the mrouter can decide whether that node should be deleted from the best-effort VC and
added to another, or whether it should be kept in the best-effort VC because there are other sources
for which the receiver has made no reservation request (e.g. if FF is used).
The problem in the shortcut case is now that an intermediate router does not have this information
if the receiver sends its RESV messages directly to the source/ingress device. Therefore, RESV mes-
sages should be sent hop-by-hop but with an indication that they are for shortcut (this indicafion can
be simply the presence of the ATM address object inside the RESV message). Then the router should
make the appropriate actions in order to permit shortcut.

If the decision of using shortcut is taken by intermediate router(s), this should be based on parame-
ters like:

» current load of the router,

* TSpec contained in the PATH message,

* and/or FlowSpec of the RESV message sent by the receiver.
The aim of an intermediate router-initiated shortcut is to optimize its utilization, and at the same
time, to avoid congestion (bottlenecks).

In order to allow for the establishment of a shortcut the intermediate router should forward the
RESV message to the previous hop without modifying the next hop object. This would enable the
previous hop to set up a shortcut VC bypassing a possibly overloaded router. Note that the previous
hop may be the ingress edge device or another router. In the first case, a complete shortcut| will be
established, while in the second case, two possibilities may occur. This router also takes the decision
to be bypassed and also forwards the unmodified RESV message. The other choice is that the router
decides not to become the start-point of the shortcut. If this happens, a “partial shortcut” from that
router to the receiver will be established and the RESV message sent to the previous hop will|contain
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as next hop object this router’s address.

L Repv forwarded
mxouter

SpUrce New Resv Resv Receiver

mrouter

Figure 17: Partial Short-Cut.

9 Aggregation of Flows - Saving VC Space

The use of mapping models for which one flow is mapped onto one or several VCs has the advantage of
lirectly utilizing ATM traffic control and scheduling mechanisms. The drawback of such direct map-
vings is the potentially large the number of VCs that are being consumed. This might lead to an exhaus-
ion of the available VC space, or at least to a relatively expensive VC management strategy if the ATM
ariffs will have a certain amount of fixed costs associated with the setup of a VC.

Therefore, it is interesting to consider VC management strategies where several RSVP flows are
multiplexed over a single ATM VC in order to lower the resource consumption and price of the VC
management strategy. A consequence of aggregating several flows into one VC would certainly be that
ATM’s traffic management mechanisms could no longer be utilized as straightforwardly as before. Fur-
her traffic control modules between RSVP and ATM would be necessary in order to manage the avail-
able resources of a VC among the different flows being multiplexed on it, ensuring the per flow reserved
QoS.

The notion of a so-called aggregation model has been introduced in [BCB*98], where VCs are set up
between edge devices, in order to multiplex different RSVP flows from different sessions onto them.
The main advantages of this method [BCB*98], as explained in, are:

P S S SR )

¢+ There is no signalling latency since VCs are expected to exist already in the usual case, therefore no
time will be wasted in setting up the VC.

¢+ There is no ATM-specific problem with heterogeneity, since in this case VCs would be managed like
configurable point-to-point links.

The same applies to the dynamic QoS problem.

It is more scalable than the 1 VC per flow model.

The use of a pure aggregation model, i.e., establishing big “pipes” between edge devices does not make
use of all facilities provided by an ATM network. Take for example ATM’s PNNI and its QoS routing
¢apabilities: if an aggregation model is used then there might be situations where a 1 VC to flow map-
ing model would have found a path through the ATM network for a certain reservation request while
ith the aggregation model the request may be rejected since no special route could be supplied.
The aggregation model] seems most suitable for the core of the network, since there is a large poten-
ial for multiplexing of different flows to justify the increased complexity conjuncted to it. For edge net-
orks the 1 VC per flow models might make more sense, since scalability is of lesser importance due to
much smaller number of flows. )
So, a mixed scheme using both kinds of models could be used, by first separating the IP over ATM
etwork into two parts, as proposed in [SDMT97]:
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* Access networks: ingress and egress edge devices would be part of the access network. They are

expected to send/receive a “low” number of flows.

» Backbone network: routers inside the ATM network would constitute the backbone network with a

large number of flows due to multiplexing of traffic.

p. 4 Backbone IP over ATM network.

e S
IP World —p> T /_0_ e, 7 ] P ATM access node

Layer 2 world —»>

Figure 18: Access and backbone network.

In order to make this distinction between access and backbone networks, different types of nodes or

devices can be identified depending on their relationship within the IP over ATM network:

* Edge devices: These are nodes connected to both, ATM and non-ATM networks. Their funct
work as ingress/egress points to/from the ATM network.

on is to

* ATM hosts: These are IP nodes, which are directly connected to the ATM network, but which do not

carry out any of the functions of an IP router.
* ATM-only routers: These are IP routers, which only route between ATM subnetworks. Du

e to the

high bandwidth available with ATM they are suited for the backbone of a large IP network as the

Internet. Thus, ATM-only routers are expected to receive and forward a large amount of traffic.

Access Networks

When we refer to access network, we mean the nodes in the IP network which function as acces
to the IP over ATM network (or simply, to the ATM network). It is clear that these nodes might

5 points
actually

be backbone nodes in the overall IP network, since especially nowadays ATM is still being used mainly

in the backbone of the IP networks, if at all.

Nodes in the access network would be edge-devices or ATM hosts (this is a special case where the

host is the access point to the ATM network for a degenerated IP network represented by the hos
These devices could use the one or many VCs per flow models, depending on the degree of hete
ity to be supported. '

L itself).
rogene-

If a MCS approach is used for multicast communications (see section 11), it is not obvious to which

network, the access network or the backbone network, a multicast server should belong. Even

though

this is an ATM-only attached device, the traffic managed might still be suitable to use a 1 VC perj flow or

n VC per flow mapping model.

On a hop-by-hop basis, data would be transferred from the access network to the backbone network,
and finally to the access network again. Shortcuts would be an exception to this behavior, since data
would be transferred directly from the access network to other device in the access network without any
intervening routers. The use of shortcuts with the aggregation model seems difficult to coordinate. A
shortcut is an ATM connection from an ingress device to an egress device. The purpose of a shortcut is

to bypass intermediate routers exploiting a larger ATM connectivity and utilizing the benefi

s of P-

NNTI’s QoS routing capabilities for a single reservation request. However, these shortcut VCg do not
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have much potential for multiplexing of different flows into one VCs since their endpoints are situated
iLx the access network and the route through the ATM network is customized to a specific reservation
request. Hence, shortcuts and aggregation have an antagonistic relationship.

Backbone Network

The backbone network consists of ATM-only routers and possibly some multicast servers. In the flow
multiplexing model, ATM SVCs are used to build custom bit pipes linking the ATM-only routers
[SDMT97]. These routers are then in charge of collecting incoming IP flows and QoS requests, multi-
plexing them depending on their IP destination, and managing the characteristics of the outgoing ATM
SVCs. Traffic Control Modules are necessary at the IP level to control the QoS received by each flow
within an aggregated VC. From the perspective of RSVP, the VCs are viewed as logical network inter-
faces that can be reconfigured with regard to their bandwidth.

An obvious problem for the aggregation model is the handling of multicast transmissions if point-to-
multipoint VCs shall be used in order to avoid unnecessary duplication of data in the ATM network. All
flows being aggregated in a point-to-multipoint VC should have the same next hops, or otherwise, the
next hops must be prepared to receive traffic not addressed to them, which however would waste
resources. If the number of nodes in the backbone network is low, then there might be a certain proba-
hility that for multicast communications the next hops are the same or at least almost the same in differ-
gnt multicast groups. In this case, aggregating point-to-multipoint VCs may be applicable. Yet, if the
number of nodes of the backbone network is becoming larger, the potential for multiplexing different
flows rapidly diminishes especially if an exact match for the set of next hops is demanded. That means
while the use of point-to-multipoint VC would lower the load at the entrance to the backbone due to the
avoidance of data duplication, it would increase the VC usage. On the other hand, the usage of point-to-
point VCs would increase the load at the entrance due to the required data replication, but would con-
sume less VC space. Moreover, with the point-to-point VC option, there is no issue with heterogeneity
jince automatically a full heterogeneity model is supported. If point-to-multipoint VCs are being used,
SVP regards the aggregated VC as a broadcast medium, and thus, since ATM does not allow “varie-
ated” VCs yet, a QoS change request will change the reservation for that flow in the whole VC. There-
ore, all receivers/next hops will receive the new, higher QoS (with no delay if the VC does not need to
e changed). Hence, using the aggregation model with point-to-multipoint VCs does not allow hetero-
eneity among the leaf nodes of each flow reserved, the same way that it is not supported in Ethernet
etworks. The complexity of using the aggregation model with point-to-multipoint VCs leads us to the
onclusion that this model is more suitable for point-to-point VCs, between a reduced set of nodes.

As mentioned already, if the aggregation model is being utilized, changes in QoS reservations are
managed at the IP level by means of RSVP and the traffic control modules. In the usual case, no
hanges should be necessary at the ATM level. Only in exceptional cases, if the modified reservation
equests causes the resource consumption of an aggregated pipe to fall below or above certain thresh-
Ids, a VCs QoS needs to be modified, i.e., with current signalling to be torn down and setup with the
ew parameters. It is of course far from obvious how to choose these thresholds in order to cause the
odification of a VC to be an exceptional event. However, the advantage of incurring no signalling
latency for the setup of a reservation depends on that property.

he discussion above suggests that the aggregation model is not very suitable for changing environ-
ents, where new receivers are joining or leaving groups rapidly and reservations are changing fre-
uently. However, it is suitable if the number of nodes is small, but the amount of traffic managed is
large and on average relatively stable. Accordingly, the aggregation model is only suitable for the back-
one network, whereas for the access network, other flow to VC mapping models are preferable.

Alternatively, an aggregation model at the RSVP level, as proposed in [BV98] might be used, which
ould also decrease the RSVP state necessary in backbone nodes.
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10 Dynamic QoS

From the point of view of multicast, the emulation of RSVP’s dynamic QoS over the static ATM QoS

depends on the heterogeneity model that is being used. The extreme case is using a homogene
model. If the new QoS requested is larger than the QoS of the existing point-to-multipoint VC,

pus QoS
the QoS

of the VC must be changed, i.e. the VC must be torn down and setup again with new parameters. This is

the same situation as if a new receiver requested more resources than the already existing res
offers.

For models that permit some degree of heterogeneity, which means different VCs are setu

ervation

b for the

same session, a modified reservation might be honored by just deleting a node from one VC and add it

to another if the modified QoS can be provided by that VC. This less resource-consuming man
of dynamic QoS changes is a further argument for some support of heterogeneity within the A
work.

Since dynamic QoS changes lead to a certain overhead for signalling and possibly associats
the main issue is the question how to avoid such changes as far as they result in VC man
actions. A possible strategy could be to allocate some extra resources for the ATM co
[BCB*98]. An RSVP over ATM implementation should allow tuning this amount of extra reso
that experience with this parameter will demonstrate whether it is really useful and how mu
than what was requested should be allocated. This is of course dependent on how dynamic futu
cations are with respect to their resource reservations. Furthermore, economic parameters will
important role. The cost of over-allocating some resources during a certain time period must h
tized by the reduced rate of necessary QoS changes at the ATM level, thereby lowering the fix
for setting up VCs.

11 Multicast Data Distribution

The IP Multicast model does not require explicit knowledge about which source(s) are sending
send data to a multicast group. The connectionless characteristic of IP allows that any node in
work can send data to the group address, thus becoming a source for that group (possibly even
being a member of that group). Therefore, multipoint-to-multipoint communications are pos
this model, the source needs no information about the receivers for that group, either. For IP n
transmissions, multicast routing protocols like CBT, MOSPF, DVMRP, PIM(SM or DM), et(
multicast distribution trees whose leaf nodes are those routers, in whose attached networks t
group members.

On the other hand, the non-broadcast characteristic of ATM necessitates the knowledge a
identity of the receivers of a multicast group, in order to be able to setup the data paths using
multipoint VCs. Procedures, as e.g. MARS, for getting this information have already been disc
section 5. The problem now we are concerned with now is the establishment multipoint-to-m;
communications over ATM networks. There are different solutions:

1. Make multipoint-to-multipoint VCs available on ATM networks: SMART [GLO96].

2. Set up point-to-multipoint VCs from each virtual source to the ATM network: VC-Mesh.
3. Use of Multicast Servers (MCS) as points of traffic aggregation, i.e., each source sets up
to-point VC to the MCS, while the MCS sets up a point-to-multipoint VC to the receiver
group.

4. Use a mixed solution between 2. and 3.

While 1. is certainly the most complete solution, it is not a reality with current ATM signal
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might never be provided by ATM networks. The other solutions are basing on current signalling facili-

ties and thus take a pragmatic approach. We will discuss these in more detail. Further discussion|
found in [BCB*98], [Arm96] and [TA97].

s can be




11.1 VC-Mesh

The VC-Mesh solution is the most straightforward solution. In this case, the multipoint-to-multipoint
communication is realized by means of several point-to-multipoint connections. Its main advantages
are:

¢ its simplicity,

¢+ that it allows flexibility for VC management, since each ingress edge device can request the appro-
priate QoS for its point-to-multipoint VC or even use several VCs if heterogeneity is desired,

¢+ its low latency, since no intermediate reassembly is needed,

¢ that ATM signalling can ensure optimal branching points.

On the other hand, its disadvantages are:

¢ that it produces a higher signalling load, especially if dynamic membership is taken into account,
¢ resource consumption is growing linearly with the number of sources.

11.2 Multicast Servers

A multicast server(MCS) is a device that accepts cells from multiple senders and sends them via a
point-to-multipoint VC to a set of receivers. The MCS reassembles AAL-SDUs arriving on all the
incoming VCs and queues them for transmission on the single outgoing point-to-multipoint VC. The
feassembly is required because AALS does not support cell level demultiplexing of different AAL-
SDUs. Although AAL3/4 does, it is not a good encapsulation method for IP packets, since it involves a
much higher overhead than AALS encapsulation.

A side effect of using MCS is that ATM endpoints which are both, sender and receiver, receive a
copy of packets sent by themselves, thereby creating circles if no action is being taken. To solve this
problem the MCS could retransmit packets on individual VCs between itself and group members. This
would, however, decrease the good scalability of the MCS approach.

Although an MCS could use different VC management strategies in order to allow for some level of
ﬂxeterogeneity support, it is not as flexible as the VC mesh approach, since data can no more be provided
different QoS according to its sender.

The main advantages of using the MCS approach is the relatively low consumption of network
tesources and the lower signalling load in case of very dynamic sets with a large number of sources,
since these dynamics must only be honored at the MCS’s point-to-multipoint VC. Therefore the MCS
approach scales constantly with the number of sources.

However, its main drawbacks are the comparably higher delay for packets due to the reassembly of
packets at the MCS, and the fact that the MCS can potentially become a bottleneck and a central point
f failure. Using multiple MCS can help to solve these last two problems.

It must also be noted that if a MCS makes no IP level processing for the incoming packets, thus only
doing AALS-SDU reassembly, it can only serve one multicast group at a time, since it has no way to
distinguish among packets addressed to different groups. With a minimum amount of IP processing, a
MCS can be used by several groups, thus improving its utilization [Arm96].

11.3 Intermediate Solutions

Both, the VC-Mesh and the MCS approach, have advantages and disadvantages. Therefore, there might
be intermediate solutions which are able to combine some of these advantages while avoiding some dis-
ddvantages. So let us reconsider:

1. When is the VC-Mesh approach useful ?

If there is only one or at least a very low number of sources, so that the signalling overhead neces-
sary for membership changes and dynamic QoS is still reasonable. In this case, the number of
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additional VCs (if there is more than one source) does not justify the use of a MCS yet. The VC-
Mesh approach is also useful if the data has very low delay requirements, thus not allowing the for

the additional processing delay introduced by a MCS.
2. When is the MCS approach useful ?

If the number of sources becomes larger, there is a considerable saving in number of V(s when

using the MCS approach. However, it must be taken care that the amount of traffic be
warded by the MCS does not become too large in order to avoid the MCS becoming a bo
on the data path. Therefore, the use of a MCS depends on:

*the number of sources,

sthe expected traffic from the sources, and

sthe current load of the MCS.

ng for-
tleneck

Regardless of the scheme being used for multipoint-to-multipoint communication over ATM, the

options for inter-cluster communication, shortcut or hop-by-hop, must be taken into account
consider the best-effort and QoS case separately.

Best-Effort Case

Let us

In the best-effort case, the VC-Mesh approach involves the use of n, the number of sources, point-to-
multipoint VCs. In the MCS case, there would be n point-to-point VCs and one point-to-multipgint VC.

Since the number of sources is not known in the best-effort case and must thus be assumed to bg
tially large, the savings in number of VCs and signalling overhead argue for the MCS approa
drawback is the added delay. However, for a best-effort service delay requirements should not
strict. Possible approaches to improve the straightforward use of the MCS approach for be
transmissions in order to avoid congestion in the MCS are to:

* limit the number of sources a MCS can support, such that, if this limit is reached, another MC
be used, or new sources could use the VC-Mesh approach, or

* measure the current traffic load of the MCS and allow according to this measurement new so
either be supported by this MCS, by another MCS or by the VC-Mesh approach.

These decisions should certainly be transparent for a source, which just issues a MARS reqy
receives a reply with either the ATM addresses of the receivers or with the ATM address of the
charge for that multicast group. However, the MARS and MCS components need to be exte
coordinate each other in order to make the MCS state information available to MARS. An al
that could be run at the MARS to take the decision between using VC-Mesh or MCS would be:

1. Receive MARS REQUEST message.

2. If there is no other source “active” for that group
2.1. Use Mesh and register this source as “active”
2.2. Gotostep 1.

3. If MCS is “overloaded”
3.1. Use VC-Mesh and register this source as “active”
3.2. Go to step 1.

4. Register this source as “active” and use MCS.

5. Goto step 1.

> poten-
ch. The
be very
st-effort

S could
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'his is certainly a very simple algorithm which would need further improvement. For example, with
nis algorithm, the first source of a group will always use the VC-Mesh approach, regardless of how
nany sources will be become active for that group later on. An alternative would be to use the MCS
pproach already for the first source becoming active. The obvious drawback, however, would be the
eedless VC from the source to the MCS and the added delay if the source remains the only one for this
roup. A better approach might be to switch the first source from the VC-Mesh to the MCS mode by
sing the MARS_MIGRATE message sent from MARS to the"cluster client.

With regard to the registration of a cluster client as an active source, the MARS_REQUEST message
ould be taken as an indication for that condition. Having said above that cluster clients will not have to
e modified, an exception would be an explicit de-registration as an active source in order to not block-
de resources uselessly and to allow MARS to take the best decision about using VC-Mesh or MCS
node for a specific MARS_REQUEST.

An example scenario of how such a mixed model of VC-Mesh and MCS approach could look like is
lustrated in figure 19.

c gq = o = ot 1

S 0 O 0

e

[ ] MARS

Source 1

| 1 Receiver 1

[ 1 Receiver 2
Source 2

] Receiver 3

Source n [ | Multicast Server.

Figure 19: VC-Mesh and MCS: Mixed Model.

\s already mentioned, there needs to be some coordination between MARS and a MCS in order let
IARS know about the current load situation at the MCS. For this purpose, two new messages should
e added to the MARS-MCS protocol.

o 7

ATM MARS_MCS_LOADED
MARS_MCS_UNLOADED

Figure 20: MCS load messages.

IARS_MCS_LOADED: sent by the MCS to MARS indicating that no more sources can be supported
y the MCS currently.

o 2
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MARS_MCS_UNLOADED: Sent by the MCS to MARS indicating that its load state perm
sources again (after a MCS_LOADED message was sent).

QoS case

On the basis of the above scheme, some extensions are necessary in order to allow for the trang
of QoS traffic. In the QoS case delay requirements certainly become more important and sh
taken into account. Furthermore, the MCS should be modified in order to allow for VCs of ¢
QoS. Otherwise, the point-to-multipoint VC would not have the requested QoS characteristics
over, heterogeneity support would not be possible. In fact, the MCS should more or less perf{
any other RSVP capable multicast router.

For QoS communications with very strict delay requirements, the use of shortcuts is, as
explained, an interesting option. A trade-off between shorter latency and added resource cons
must be made in case that there are several sources and receivers requesting QoS. It must be
that with shortcut sources in different clusters the VC consumption of the VC-Mesh is becomi
larger than for VC-Mesh with hop-by-hop forwarding. However, a compromise could be to
MCS approach but with shortcut point-to-multipoint VCs from the MCS to the receivers. H
delay would be longer than for a complete shortcut but shorter than for hop-by-hop forwarding,
benefits of the MCS approach in terms of VC usage could be exploited. The different scend
depicted in figure 21.°

MCS

|1 Mars3
(a). MCS and hop-by-hop. 2 Hops.

MCS

|| MaRrs3
(¢) Short-cut after MCS. 1 Hop.

Figure 21: Short-cut and MCS/VC-Mesh.

In case of shortcutting from the MCS, the MCS would be the next hop in the data path for the sd
the cluster. The MCS should process the PATH messages by including its ATM address into t
that shortcuts are rooted in it. The MCS would receive RESV messages from the receivers,
other ingress edge device, and would merge the reservations appropriately in order to send
RESYV messages upstream to the virtual sources in the cluster.
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12 Heterogeneity Management

[n order to show the problems associated with heterogeneity support, let us look at the network in figure
22, and follow the different steps in which receivers request their reservations. For this discussion, it is
not important whether MARS or EARTH or any other multicast address resolution method is used. In
his case we assume that MARS is being used.

DATA+PATH

Group member.

Figure 22: Group members in various LIS/Clusters.

In figure 22 we have a concatenation of VCs which serves as a best-effort distribution tree on which
data without any reservations is being sent, as well as RSVP control messages. If Rl now sends a Resv
message, S should set up a new reservation, but how should this be done exactly:

1. Setup a new QoS VC from S to R! and then delete R1 from the best-effort tree.

2. Setup a new QoS VC as well, but do not delete R1 from the point-to-multipoint best-effort VC. In
this case R1 would receive duplicate data. Nevertheless, it can be necessary not to delete the
receiver from the best-effort VC in case S is a router. In this case, data from more than one source to
the same group could be received and forwarded. If R1 makes a reservation for only one of them, it
should still receive data from the other sources on a best-effort basis.

ILet us assume that option 2 is chosen due to the reasons given above. This means that S now needs to
duplicate data, one copy on the best-effort VC and the other on the QoS VC.

Let us suppose now that R2 issues a larger reservation than the reservation of R1. What are the rea-
Jonable options for VC management now ?

1. Setup a new point-to-point VC from S to R2:

« S must triplicate the data it sends.

*» There is a point-to-multipoint best-effort VC, a point-to-point QoS VC to R1 and another one to R2.
2. Setup a point-to-multipoint VC from S to R1 and R2 with the biggest reservation (R2) and delete
the VC to R1. Now, the resources allocated in the data path to R1 are larger than it had requested.
Then,

* What should R1 pay for ? (If it has to pay)

* S only needs to duplicate the data.

» We are saving resources in S and on the common path of R1 and R2, but we are wasting them when the

path of the point-to-multipoint VC is separated into two subtrees.

he choice among all these different options in our example for managing heterogeneity should cer-
tainly also be made dependent on economic factors. This is assuming that the edge devices which have
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to do the VC management belong to a different provider than the ATM network. In our example

the pro-

vider operating the edge device S will certainly make its choice dependent on the prices of the provider

of the ATM network, i.e., whether it is cheaper to use two point-to-point VC, a "large" one (for

the res-

ervation of R2) and a "small" one (for R1), or one point-to-multipoint VC with two branches, but with

the resources of the "big" one.

For example, let us suppose the following pricing scheme for ATM VCs:

C(N,B,t) = B, +B,N +B;NBt

where
» C = Cost of the ATM connection
* N = Number of leaf nodes in the connection
* B = Bandwidth reserved for the ATM connection
 t = Duration of the connection

The model of the example tries to take into account the bandwidth requirements and the numbe
nodes of the VC connection, by means of the terms with parameters 3, and 33. The more band
being requested or the more leaf nodes on the connection the more expensive the connection wil
the other hand, it is also taken into account how long the communication lasts, using the te
parameter 35 again.

- of leaf
width is
| be. On
'm with

This is of course only a very simplified pricing model which does neither take into account many
other parameters that could also have influence on prices nor regards more elaborated relationships

between those parameters. The purpose of this example is to show that the VC management str
order to support heterogeneity may depend also on the pricing scheme.

ategy in

Let us suppose now, two reservation requests, with bandwidths B1 and B2 (with B1 > B2 ). The two
possible options are: one point-to-multipoint VC with B1 resources reserved, or two point-to-pagint VCs

with Bl and B2 reserved.
1. Option: 1 point-to-multipoint VC with B1.

C, = B;+2B,+2B;B;t¢
2. Option: 2 point-to-point VCs with B1 and B2.

With these two options, the price of both options will be the same if:

By

"= BB, -B,

If the duration of the connection f is longer than the right hand side of the equation than option 2 will be

cheaper. Otherwise, option 1 will bé the better choice. Therefore, it is not possible to know

a priori

which choice is economically best, if the pricing model is not known (and the duration of the s¢ssion is

not known).

If the edge device is on the premises of the ATM network provider then the decisions for VC manage-
ment with regard to heterogeneity support will rather be based on resource consumption than op a pric-
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ing model. However, it is neither possible to determine generally which option saves more resources in
the ATM network, because it is network topology dependent.

ATM switch
b L) RI

é lL] S b b b _
5 — %k — Jx%F—
R2

(a) (b)
Figure 23: a) One point-to-multipoint VC. b) Two point-to-point VCs with.

n figure 23, more network resources are being wasted in the case (b) than in case (a), if we assume that
>1/4B. However, a counterexample is shown in figure 24, where using one point-to-multipoint VC
astes more resources than using two point-to-point VCs if we assume that B>4/3b.

S
iB
RIO-B Rl g Bpg B Rl B g By,

= 'E_b‘O R2

Figure 24: a) One point-to-multipoint VC. b) Two point-to-point VCs.

Both figures show that the best solution depends on the topology, not only of the ATM network but also
of the IP network, and on the amount of resources being reserved. Therefore, it would be helpful to let
the process that maps IP/RSVP onto ATM take part in the ATM-PNNI, in order to obtain information
about the ATM network topology and thereby allow for resource-optimal flow-to-VC mapping strate-
gies.

Apart from efficient use of network or financial resources, the decisions for VC management are also
dffected by:

the possibility of supporting heterogeneity as exact as possible,

« the scheme’s simplicity with regard to reservation changes or new reservations,
« the signalling load that is being produced especially at the edge device,

o the scalability of the scheme to large ATM networks.

he combination of IP Multicast and RSVP permits heterogeneous receivers, i.e., each receiver can
equest and receive a different QoS. However, ATM networks do currently not support that property at
he point-to-multipoint VC level, all the branches of a VC offer the same QoS to the receivers.

Let us reconsider what is the value of heterogeneity support from the point of view of a user respec-
vely a network:

[ e O

[

1. From users’ perspective, heterogeneity means that each user can request the QoS that is sufficient
for him. Moreover, the user can be sure not to receive data flows with higher QoS than requested,
which its local resources might not be able to handle.

2. From networks perspective, heterogeneity has the potential to avoid network resources wastage,
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as it allows reserving only what is necessary for each receiver.

As already mentioned, using one point-to-multipoint VC for all QoS receivers does not allow h¢teroge-
neous reservations in the ATM network. At the other end of the spectrum a point-to-point VC to|each of
the receivers would allow for an exact support of heterogeneity from the ATM network user’s point of
view. Of course, such a solution is not scalable to a large and very heterogeneous set of regeivers,
because it is not really multicast but “multi-unicast”. However, depending on the significancg that is
given to the heterogeneity property and the concrete situation it might still be a reasonable optign.

—

:H R 1 (high quality) B

Video server.

ﬁ " (low quality)
b
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Figure 25: Video services example.

Consider for example the situation as depicted in figure 25, where we have a video multicast tp a very
heterogeneous set of receivers. There is only one source and several receivers, of which one requests a
very high quality especially with respect to bandwidth, while the others either only want a lower quality
transmission or can even not cope with a high bandwidth stream due to for example being conné¢cted by
a radio channel for mobile receivers or the conventional phone link. If the video service is comimercial
then the receivers might, for example, pay the video service provider according to the quality ¢f trans-
mission they request, and the video service provider might in turn pay the ATM network operator for
the ATM services according to parameters like number of VC setups, bandwidth, duration, etc.
In this situation, the content provider could choose to use one point-to-multipoint VC of bahdwidth
B. This solution is straightforward and involves low processing overhead for the source. The receivers
R2,...,Rn would be delivered a better QoS than they requested and pay for. Thus the service Provider
wastes financial resources for receivers which might not even be able to cope with those higher QoS
data flows.
An alternative could be to setup a point-to-point VC with bandwidth B to the R1, and one point-to-
multipoint VC of b to R2,...,Rn. In this case, each receiver gets exactly what he/she requested,|and the
ATM network resources are being used more economically than before. The drawback of this approach
is the wastage of resources at the subnet-sender and in the ATM network, since two copies of the same
data must possibly be sent over some common links. With two different QoS levels supported, this over-
head might not be problematic, but for the extreme case of having as many VCs as receivers, the virtual
source to the ATM network is likely to become overloaded.
The optimal solution would certainly be the provision of "variegated VCs" [BCB*98] by the ATM
network, which would allow for heterogeneous receivers in the same VC. But such facilities| are not
available with ATM’s current signalling protocols and switching hardware.
From the example we can draw some conclusions:

1. With current ATM signalling there is no optimal solution valid for every situation and from every
point of view to the problem of heterogeneity support.

2. For this optimal solution "variegated" VCs would be needed.
3. A certain degree of heterogeneity support by the ATM network can be achieved using VC man-
agement strategies which take into account:
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 economic factors respectively resource consumption,
« the current load situation at the virtual source to the ATM network,
» number of receivers and the diversity of their QoS requests.

n the following a simple algorithmic framework for such a VC management strategy is given.

imple VC Management Algorithm .

ith this algorithm, there will be as many VCs per flow as an ingress edge device can manage, support-
ng a controllable level of heterogeneity.

—

New reservation request R arrives (for a MC group which is already being
delivered QoS data)
$TEP 1: Look for a VC whose QoS is ’‘similar’ (but greater) to R’s
STEP 2: IF (VC found)
Add receiver to that VC
RETURN
STEP 3: IF (’source not overloaded’)

Create new VC to that receiver with R’s QoS
[Reorganize() ]
RETURN
STEP 4: IF (ClaimBack(R’s QoS))
Create new VC to that receiver with R’s QoS
[Reorganize ()]
RETURN
ELSE
Reject R
RETURN

dlaimback(Q): tries to merge VCs together to regain at least Q
resources and return TRUE on success and FALSE
otherwise. .
Reorganize(): tries to assign older reservations to the new one
subject to the similarity definition and aiming at the
release of resources.

i

\Iternatively to rejecting R in the ELSE-branch of STEP 4 one could also redefine the similarity defini-
on and go back to STEP 1 (if R is not bigger than all the existing reservations) hoping for an existing
/C to be now similar enough to the new reservation request.

Depending on how we define similarity and source overload we obtain a spectrum of behavior
etween the homogeneous and full heterogeneity model. It is of course difficult to define the similarity
oncept between QoS requests, since those requests are multi-dimensional in nature and are thus poten-
ally only partially ordered. So, probably, for the definition of similarity there are some simplifying
ssumptions needed, as e.g., the restriction onto some or even just one parameter like bandwidth.

If similarity is defined as an exact match then we obtain a full heterogeneity support model as a lim-
iting case. Whereas the other limiting case where all requests are regarded as similar degenerates into a
Homogeneous QoS support model, where only one VC per RSVP session is allowed. The intermediate
g
S

<
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ases are certainly the most interesting ones giving more flexible heterogeneity support without neces-
sarily admitting any new reservation request to obtain a new VC. Therefore, the definition of similarity
allows to control the support of heterogeneity within the ATM network.

Another determinant with regard to the supported level of heterogeneity is the definition of “source
gverload”. In general, if the source has to manage too many VCs for one RSVP session it will become
verloaded. Thus there must be a condition at the source which limits the number of VCs per session.
This condition can be indicated by different metrics, like e.g., internal queue lengths, processor load, or
juist the number of already existing VCs for all or the particular session. The exact setting of that condi-
tion is a local decision of the ingress edge-devices.

Q
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Two further components of the VC management algorithm framework are the functions ¢laim-
back (Q) and Reorganize (), which essentially try to reduce the load at the virtual sourde at the
cost of reducing the level of heterogeneity support. This could be done by e.g. merging two very similar

VCs into only one, thus reducing the copies of data to be sent from the virtual source.

This algorithmic framework tries to offer a more flexible scheme for providing heterogeneity su
means of VC management. The exact behavior of a concrete algorithm can vary from a homoge

pport by
neous to

a full heterogeneity support model, depending on the definition of the similarity concept and the condi-
tion for source overload. The most interesting models are those in the middle of the spectrum subject to
the assumption that heterogeneity support is regarded as an important service in future integrated ser-

vices networks.
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13 VC Management for Heterogeneous QoS Multicast Transmissions

As we have illustrated in the last section, there is a particularly hard problem with RSVP’s support of
heterogeneous reservations, since ATM only allows for a homogeneous QoS within a single VC. The
focus of this section is on how this difference can be actually bridged to allow for an efficient support of
RSVP over ATM with regard to that issue. The approaches suggested so far in the literature are either
quite limiting or lead potentially to large resource consumption. We describe VC management tech-
niques which support heterogeneous subnet-receivers by merging them into groups. Any such merging
method should base its decisions on quantitative criteria. We study two cases, (1) cost-oriented and (2)
resource-oriented techniques; their application depends on the administrative location of the edge
devices used for the mapping of RSVP/IntServ onto ATM.

In the next section, we briefly discuss whether heterogeneous QoS is possible and useful. In section
13.2, VC management strategies are discussed — we review related work, and present our own schemes.
As argued in section 13.3, the currently defined RSVP traffic control interface is not capable to support
NBMA (Non-Broadcast Multiple Access) networks and VC management strategies in particular.

13.1 Heterogeneous vs. Homogeneous QoS

RSVP’s heterogeneous reservations concept can, combined with heterogeneous transmission facilities,
be very useful to give various receivers (e.g. in multimedia application scenarios) exactly the presenta-
tion quality they desire, and which they and the network resources towards the sender are able to han-
dle. Such transmissions demand that the data to be forwarded can be somehow distinguished so that,
e.g., the base information of a hierarchically coded video is forwarded to all receivers while enhance-
ment layers are only forwarded selectively. This can be achieved by offering heterogeneity within one
network layer) session or by splitting the video above that layer into distinct streams and using multiple
network layer sessions with homogeneous QoS. The latter approach has been studied by several
authors, and found especially in form of RLM [MJV96] wide-spread interest. Yet, if used widely and
potentially even combined with object-oriented [ISO98] or thin-layered coding schemes (e.g.,
WSS97]), this will lead to large numbers of multicast sessions, thus limiting its scalability.
Heterogeneity within one network layer session requires filtering mechanisms within intermediate
systems. Such mechanisms are currently often considered as costly in terms of performance. However,
e believe that with the evolution of ever faster routers, filtering will be possible at least outside the
¢ore area of networks and to do it at the network layer will be attractive for reasons such as scalability in
erms of number of sessions and also simplification of applications.

The principle choices for an integration of the RSVP and ATM models with respect to heterogeneous
feservations are:

¢ Change RSVP to disallow heterogeneous reservations, respectively force them to a homogeneous
QoS. While not very attractive, this is somehow already the case nowadays because “excess traffic”
is not dropped in routers but forwarded as best-effort. Yet, this might lead to overload further down-
stream and unpredictable overall QoS.

« Ignore the problem and use just one QoS within the ATM subnetwork. This approach can be seen as
similar to the last one. As we will show, this is far from optimal with respect to resource consump-
tion respectively costs if outside of the ATM cloud heterogeneous transmissions will exist.

+ Change ATM to offer so-called “variegated VCs” where a different amount of data is forwarded to
distinct multicast receivers. This requires the ability in switches to distinguish among information
units (e.g., video frames). We do not believe that this will be possible on a cell basis in an efficient
and useful way.

. Construct heterogeneous multicast trees from multiple homogeneous point-to-multipoint VCs. Here,
for a certain receiver requesting a specific QoS it must be decided, e.g., whether one of the existing
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VCs can be used for it or whether a new one must be established. Hence, VC management
nisms are needed.

We argue for the last alternative to be the most realistic and efficient one.

13.2 VC Management Strategies in Support of Heterogeneity

mecha-

The main assumptions of the VC management approach for supporting heterogeneous RSVP reserva-

tions over ATM are:

* existence of mechanisms, e.g. filtering, to support heterogeneous multicast transmissions, and

* unavailability of variegated VCs in ATM devices.

The problem is to find a collection of point-to-multipoint VCs from which the heterogeneoug RSVP
multicast tree (the part which is in the ATM network) is being constructed. The QoS of a particular
point-to-multipoint VC must be allocated as the maximum of the RSVP requests (transformed into

ATM terms) of the subnet-receivers of this point-to-multipoint VC, otherwise the traffic contrac
be violated.

[ would

This problem is not just specific to an RSVP over ATM environment, this is only the most prominent

case. It exists in any scenario where a heterogeneous multicast QoS model is layered above a
homogeneous multicast QoS model.

Before proposing new VC management strategies to support heterogeneity, we first discuss
approaches to this problem.

13.2.1 Existing Approaches

NBMA

existing

The IETF working group ISSLL (Integrated Services over Specific Link Layers) is among othgr topics

concerned with the mapping of RSVP/IntServ onto ATM networks, and particularly prop
[BCB"98] the following models to support heterogeneous reservations over an ATM subnetwor

Full Heterogeneity Model. In the full heterogeneity model (see Figure 26), point-to-multipo
are provided for all requested QoS levels plus an additional point-to-multipoint VC for bej
receivers.

/—\ - ~ - o Best-Effort
= —» Reservation 1
o @ ——» Reservation 2

NG ATM»Ne!wSrzk\
\\f\ ------ e
Figure 26: The Full Heterogeneity Model.
This leads to a complete preservation of the heterogeneity semantics of RSVP but can beco
expensive in terms of resource usage since a lot of data duplication takes place.

Limited Heterogeneity Model. 1 In the limited heterogeneity model (see Figure 27), one point
tipoint VC is provided for QoS receivers while another point-to-multipoint VC is provided f
effort receivers.
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Figure 27: The Limited Heterogeneity Model.
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A design question of this model is whether the best-effort VC is provided for all sessions together or
one per session. The limited heterogeneity model strongly restricts RSVP’s heterogeneity model to sim-
ply the differentiation of QoS and best-effort receivers. A further problem is that a single high QoS
request can avoid the setup of a QoS VC.

IHomogeneous Model. In the homogeneous model solely one point-to-multipoint QoS VC is provided
for all receivers including the best-effort receivers. The QoS VC is dimensioned with the maximum
QoS being requested. This model is very simple to implement and saves VC space in comparison to the
full heterogeneity model, but may waste a lot of bandwidth if the resource requests are very different. A
further problem is that a best-effort receiver may be denied service due to a large RSVP request that
prevents the setup of a branch from the existing point-to-multipoint VC to that receiver. This is unac-

ceptable to IntServ’s philosophy of always supporting best-effort receivers. The modified homogeneous
model takes that into account.

Modified Homogeneous Model. The modified homogeneous model behaves like the homogeneous
model, but if best-effort receivers exist and if these cannot be added to the QoS VC, a special handling
akes place to setup a best-effort VC to serve these. Thus it is very similar to the limited heterogeneity
model. However, since the best-effort VC is only setup as a special case it is a little bit more efficient
han the limited heterogeneity model with regard to VC consumption. On the other hand, it may be
argued that best-effort VCs will be needed all the time, at least in the backbone, and thus it might be
cheaper to leave the best-effort VCs open all the time, i.e., to use the limited heterogeneity model.

Another, quite different architecture for mapping RSVP/IntServ over ATM is proposed in [SCSW97].
With respect to heterogeneity support the authors introduce the:

3

Quantized Heterogeneity Model: This model represents a compromise between the full heterogene-
jty model and the limited heterogeneity model, by supporting a limited number of QoS levels, including
the best-effort class, for each RSVP multicast session. Each QoS level maps into one point-to-multi-
point VC.

While this proposal is an improvement over the very rigid models proposed by ISSLL, it says nothing
about how to allocate the supported QoS levels for a RSVP multicast session. That means the concrete
VC management decisions are left open to the implementor of an edge device (or rather the so-called
Multicast Integration Server (MIS) in this architecture, for details see [CSST97]). How to make these
decisions in an efficient manner is exactly what we will deal with in the rest of this section.

13.2.2 Administrative Location of the Edge Device

Figure 28 the basic network configuration when overlaying RSVP/IntServ over an ATM subnetwork
illustrated. Here, different administrative locations of the so-called edge devices (also called subnet-
ender/receiver, virtual source/destination) are distinguished.
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Figure 28: Different Types of Edge Devices.
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Let us suppose that each of the networks is operated by a different provider. We can distingu
cases:

sh two

1. The edge device is on the premises of the IP network provider (which is an ATM servides cus-

tomer of the ATM network provider), as e.g. for IP network provider 1 and 3. In this case, t

he edge

device will make its VC management decisions depending mainly on the ATM tariffs offered by the

ATM network provider. Therefore, we call it a cost-oriented edge device.

2. The edge device is on the premises of the ATM network (which is now offering RSVP/IP gervices
to its customer, the IP network provider), as e.g. for IP network provider 2. Here, the edgd device
will try to minimize the resource consumption when taking decisions for VC management. Thus we

call it resource-oriented edge device.

If, for example, IP network provider 1 and the ATM network provider would be the same administrative

entity, then we would have the same situation as for case 2, i.e., a resource-oriented edge device

While the ATM tariffs are the most important criterion for assessment of different alternat
VC management decisions in case 1, the local resources consumed by a VC management
should also be taken into consideration, but rather as a constraint than an optimization criterion.

In most cases, prices will probably correlate positively with resource consumption, howevj
will for several reasons not be related directly to them or in a much coarser granularity. Therefol
a global perspective, case 2 is potentially a “better” configuration, because it will tend to use re
more efficiently than case 1, except if prices are a very accurate representation of the actual g
consumption. It is difficult to judge today, which configuration will be more likely. While teleco
cation providers try to provide more value-added services and would thus be interested to ope
edge device, Internet service providers increasingly tend to use their own backbones instead of
lines from telecommunication providers, so that the edge device and the ATM network would b
same premises.

In the VC management algorithms below it is ensured that subnet-receivers get at least the Q
requested, but may even get better service and must thus be prepared to cope with additional

ives for
Strategy

er, they
e, from
sources
esource
mmuni-
rate the
leasing
e on the

oS they
data. If

some of them cannot cope with the additional data then these restrictions have to be incorpor'ated as

additional constraints into the VC management strategies.

13.2.3 VC Management for Cost-Oriented Edge Devices

We will start considering the problem of supporting heterogeneity over an ATM subnetwork
management strategies for the case of a cost-oriented edge-device.

13.2.3.1 Static Case

by VC

In the static case, it is assumed that all receivers and their requests are known and that nothing |changes
throughout the session. While this is an idealistic view, the dynamic case discussed later can make use
of the algorithms for the static case, since it can be viewed as a concatenation of static intervals. Let us

start with a formal problem statement.

Problem Statement

Assume we have N different resource requests/RESV messages arriving at the ingress edge device.

Suppose the receivers are ordered by the size of their QoS request (if that is reasonably possibls

,e.g. by

regarding only their bandwidth requirements) and denote them from 1 to N, i.e., 1 is the highest and N
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the lowest request.
Call R the set of all receivers, R = {1,..., N}.

Let
f(S,q) = costs for a point-to-multipoint VC from the subnet-sender to all r € S with QoS q;

c(S) =1(S, q(min S)) for S — R;
Call p = {R},...,R,} a partition of R, if R;u...UR, =R and Vi,j: Ry " R; = &.

Thus, the problem is: R
find p of R such that 3 c(r,) is minimized.

Note that p = {R} is the l{c;r}logeneous model, while p={{1},..., {N}} is the full heterogeneity model.
To assess how difficult it is to find a cost-optimal p, consider the size of the partition space, S,(N):

Mgy = 1 ; )
o = (] v
1 ifN=0, 1

Chis recursive formula can be explained by the observation that all partitions can be viewed as having 1
and a k-elementary subset of the remaining (N-1) receivers as one point-to-multipoint VC and for the
remaining point-to-multipoint VCs of the (N-k-1) receivers we have IS,(N-k-1)l alternatives (per defini-
ion). In Table 6 (next page) some example values of IS,(N)l are given.

It is obvious that for a high number of different reservation requests the partition space becomes to
arge to be searched exhaustively, while for smaller numbers this should still be possible. Keep in mind
hat N is the number of different reservation requests which should be bounded by the number of scal-
ng levels the data transmission system is able to support (ignoring the possibility that receivers reserve
different QoS levels even without a filtering support by the data transmission system, since they may
accept that some of their traffic is degraded to best-effort).

Ways to Search the Partition Space

For larger N, the question is whether and how this search can be kept feasible taking into account that
the system must provide short response times (flow setup times are also a QoS issue). There are poten-
tially two alternatives to achieve this:

giving up the search for the optimal solution and just looking for a “good” solution using a heuristic
to search the partition space, or,

showing that some parts of the partition space can be excluded from the search either because it is
impossible to find the global minimum there, or it is at least unlikely (using a heuristic to limit the
reasonable partition space). In the following, we describe an approach for that.

For large N (take e.g. N=15, then you obtain ISp( 15)1 = 1,382,938,768 possible partitions) even a combi-
nation of these two techniques might be necessary.

iimiting the Search Space

An example how the characteristics of the price function can simplify the problem by allowing to limit
the search on a sub-space of the complete partition space (without giving up the search for the opti-
mum) is given by:

Theorem 1: If f (the price function) is subject to

fSur,g)-f(S,9)=K(g)Vre R,ScR, S+ A K(q) strictly increasing in q
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then the cost-optimal partition p°"' is an “ordered partition” (see definition below).
The proof of Theorem 1 can be found in Appendix A of this section.

Definition: The partition p = (Ry,..., R;) is called ordered if for all R; and any k,] € R; with
applies that k+1,...,]-1 are also € R;.

The above shows that under the assumptions being made it is possible to restrict the search on

k<l it

the sub-

space of ordered partitions, which gives a considerable reduction on the number of candidates|for the
optimal solution. The assumption about the price function essentially means that the price of adding a

receiver to an existing VC is not dependent on the particular receiver to be added or the already

¢xisting

point-to-multipoint VC. However, it is depending on the QoS of that point-to-multipoint VC in|a posi-
tively correlated manner, i.e. for a higher QoS it is more expensive to add a receiver to an existing point-
to-multipoint VC. It may be arguable whether real price functions actually conform to the prerequisite
of Theorem 1 or not. The point is that if they do, the search can be restricted to ordered partitions.

The sub-space of ordered partitions, S,p(N), is considerably smaller than the complete partition space:

N

[S.p(N)| = 3 AN, k)
k=1

where A(N,k) is the number of partitions with n = k and is defined as follows
N-k+1 > on
. AN-i,k-1 if 1 <k<N
A(N, k) ={Zr=l S
1 itk ="1,N
Actually, it turns out that (see Appendix A for proof):
Theorem 2: 1S,p(N)l = 2N/

The actual sizes of the complete partition space and the ordered partition space are given in Table 6.

FYIRE R TN 0 T P R (R A N 10 15
sevi | 2] 5| 15| 52| 203 877[4140] 21147{115975[1382938768
s, 2] 4] 8] 16| 32| 64| 128] 256] 512 16384

Table 6: Growth of the Complete Partition Space and the Ordered Partition Space

Even if a price function does not conform to the prerequisite in Theorem 1, then it is probably still very
reasonable for larger N to only explore the ordered partition space, where at least some “goofl” solu-
tions should be found. However, optimality can no longer be guaranteed. It depends on the actyal form

of the price function how far the actual optimum may be away from the optimum within the

ordered

partition space. Our conjecture is that for realistic price functions it should not deviate too mpch, yet
more work on the topology of cost functions over the partition space would be needed to prpve this

quantitatively.

One may argue that even the ordered partition space is too large for higher values of N. In that case
heuristic search methods on the ordered partition space would be needed. (In the section on fesource

oriented edge devices we present such a heuristic which can easily be adjusted for a cost-orien
device).

13.2.3.2 Dynamic Case

Now we take a dynamic view on the problem and investigate VC management strategies when t

ed edge

he set of

different receivers is changing in time, i.e., instead of R we now have R' with discrete tithe steps
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t=0,1,2,...Thus we can view the search for the cost-optimal partitions of R' as a series of static case
problems, which however have a certain relationship. This observation leads to the idea of reusing the
approaches for the static case, where the crucial question is how to take the relationship between the
series of static problems into account.

A straightforward, but compute-intensive algorithm could be to always recompute the statically opti-
mal partition and then make the minimally necessary changes to the current partition to transform it into
the new one.

Besides its high computational complexity this algorithm may potentially produce a lot of changes in
the membership of receivers because it does neglect the relationship between successive R'. Such
changes of receivers from one point-to-multi-point VC to the other produce costs, which should be
incorporated into the decision process, i.e., we need to minimize a transformed cost function:

min. c*(p) = c(p) + t(POld, p)
where

i(p°!“ p) are the costs of transforming the existing partition p° into the partition p.

Both algorithms have the same complexity in principle, but the transformed cost function c* will likely
be amenable to a local search in the neighborhood of the existing partition, since partitions far “apart” in
he partition space get a high penalty from the transformation costs t.

A simple idea for such a local search could be to always try all incremental “adds”, i.e. either adding
he new (or modified) receiver to an existing point-to-multi-point VC or setting up a new VC for that
receiver, and take the one that minimizes c*.

However, it must be realized that after a certain number of time steps this algorithm might deviate
tonsiderably from the optimum VC management strategy. Therefore, an improvement may be to com-
pute the statically optimal partition from time to time and compare it to the current partition with
tespect to the original cost function c. If it deviates too much, a substantial reorganization of the parti-
fion may pay off in the long term, even if c* is higher at the moment. The idea of this approach is to use
Jhe optimal VC management strategy from the static case as a corrective measure for the dynamic case.

What is missing from all these considerations for cost-oriented edge devices is the local resource con-

sumption at the edge device. This will be higher for strategies consuming more VCs and should thus be
aken into account as

—_

n

&(p) = Y, c(R)+C(n)

i=1

=

vhere C(n) represents the local resource consumption for managing n point-to-multipoint VCs.

]

'his 1s however difficult since the two terms are incommensurable and the addition is thus not easily
ossible (it would require a translation of local resource consumption into monetary costs). Therefore,
e propose to either assume that the VC management at the edge is not a bottleneck (i.e. the edge
evice is dimensioned so that it is powerful enough to manage very large numbers of VCs), or to incor-
orate its limitations as a constraint into the search. An example could be to require for all partitions
={R.....R,}, that, e.g., n < 6, or a similar possibly more sophisticated condition.

= 0, T

18.2.4 VC Management for Resource-Oriented Edge Devices

Now we will consider the case where the edge device is operated as part of the ATM network and thus
manages its VCs with the objective of minimizing the resource consumption inside the ATM network.
Resources inside the ATM network can be viewed on different abstraction levels, with the lower levels
containing details like internal buffers of the ATM switches, switching fabrics, control processors, etc.
For our purposes it is however necessary to look at higher abstraction levels of the resources of an ATM
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network in order to keep the complexity of the problem manageable. Thus, the resources we take into

consideration are:

* bandwidth of links between ATM switches or ATM switches and edge devices, and/or
* VC processing at switches and edge devices.

At first, we consider again the static case, before taking into account the dynamic nature of the p
following the same rationale as for cost-oriented edge devices.

13.2.4.1 Static Case

roblem

The situation is actually very similar to that of cost-oriented edge devices with the differerlce that

resource consumption is taken as a substitute for the cost function. If resource consumption
expressed as a single valued function then, more or less, the same considerations apply as forac
ented edge device, although it is very unlikely that assumptions like that of Theorem 1 will af
resource consumption functions, since these functions will be much more complex due to thei

can be
pst-ori-
ply for
- topol-

ogy-dependence. Moreover, if we really want to make use of the further information that is avaijable to

a resource-oriented edge device (e.g. by taking part in the PNNI protocol or by static configy

ration),

then different resources must be taken into account, which again raises the incommensurability prob-
lem. Now we can either treat it as a multi-criteria decision making problem or we try to find a fransla-

tion and a weighting between the different criteria. As mentioned above, we will resty
considerations to the abstract resources link bandwidth and VC processing in order to allevig
complexities.

ict our
te such

At first, let us even assume that only link bandwidth is taken into account. A greedy algorithm that
always picks the locally best decision and operates on the sub-space of ordered partitions would be the

following:
k = 1;
V = R;

WHILE (V NOT empty) DO
R[k] = min V;
V =V - {min V};
L’ = INFINITY;
WHILE (V NOT empty) AND (L < L‘) DO

H = union{(R[k], {min V});
L = link bandwidth consumption of H;
"L’ = link bandwidth consumption of R[k] +
link bandwidth consumption of {min V};
IF (L <= L')
R{k] = H;
V =V - {min V};
k++;

With link bandwidth consumption of a set of receivers we mean the sum of bandwidth consumptions
per link for the point-to-multipoint VC which would be built from the edge device to the subnef-receiv-

ers, while the rest of the notation is analog to the definitions in the section on cost-oriented edge
(with v and = as auxiliary sets of subnet-receivers).

devices

The heuristic that is essentially applied by that greedy algorithm is to group together adjacent
requests, where adjacency is defined with respect to topology and resource requirements. This |s due to
the observation that it will make little sense to have very different (with respect to their resefvations)
receivers in the same point-to-multipoint VC if they are far apart from each other, because that would
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14 Summary and Conclusion

In this report, the most significant problems related to the implementation of Integrated Sery
Multicast over ATM have been discussed and some schemes for resolving these problems ha
suggested.

In particular, after reviewing the concepts of IP Multicast, RSVP and multicasting in ATM,
ered the problem areas of group membership management, VC management for data and contro

lices IP
ve been

ve cov-
traffic,

shortcutting over ATM, aggregation of RSVP/IP flows, dynamic QoS provision over ATM and manage-
ment of heterogeneity over ATM. We proposed several solution approaches to these issues apd con-
trasted them against existing work in this area by showing the different tradeoffs of the approaches.

descriptions of how actual VC management strategies could look like. We differentiated these s
according to the fact whether the edge device is situated on the premises of the ATM network |
or not. That led us to different algorithms for each case. We showed how these algorithms could
a significant gain in either reduced costs or saved bandwidth when compared to simple schemes

posed in the literature.
From the proposed schemes for the different problem areas in RSVP/IP Multicast over ATM

For the issue of heterogeneity support over the ATM subnetwork we went into even more Jgetailed

ategies
rovider
achieve
as pro-

weE can

draw the conclusion that they certainly do not simplify the solution of mapping the two architectures,
but can become quite complicated. It is therefore always necessary to consider the particular ¢nviron-
ment in which the mapping is required. Only then it is possible to decide whether a certain optifnization
as,e.g., shortcuts is worthwhile the higher implementation and operational overhead of the mapping

solution or not.
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Appendix A — Proofs

Proof of Theorem 1:

Suppose p°”' = {R, ..., R, } is not ordered, then there is at least one pair R; = {ij, ..., i),
Ri = {j - Ji} wWith i) < ... < <jp <. < <. <j;  (without loss of generality we assume
1< i)

Now let R; = {if, ..., i} and Rj = {ji5esige -oos it}

Thus, we have:

¢(R) + c(R)) = f(R;, q(i)) + f(R;, q(Gy))

= f(R;, q(iy)) - (k-m)K(q(iy) + f(R;, q(p)) + (k-m)K(q())

T f(R;, q(iy) + f(R;, q()) + (k-m)(K(q(j1)) - K(q(iy)))

< f(R;, q(iy)) + f(R;, 9(1)) (since q(i;) > q(j;) and K is strictly increasing in q)

= ¢(R;) + ¢(Ry)

That means for p = (p°?/{R;, RjH) v (R;, R;} applies:

c(p) < c(p°™)

vhich contradicts the cost-optimality, and thus p°"' must be an ordered partition (under the assumptions
)eing made).

A

P

=

.|

’roof of Theorem 2:

ou

y induction:

N=L:|S, (1) = 1 =2

N+1 N N-k+2
N->N+1: [SpN+ D)) = Y AWN+1L,k) =2+ > AN+1-ik-1)
=L =V 2NN =R
N N-k+1 N N-k+1
=2+ ) Y AWN-ik-1)=2+ Z[A(N,k)+ » A(N—i,k—l)]
=2 8=0 =0 =0

N N
=242 AWN,K) = 23 AWV, k) = 2(S,p(V)]) = 2"
=2 K=l
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when a receiver tears down its reservation. If the LUB (least upper bound) of the other reservatigns does

not change, nothing will be done with the current processing rules. However, the receiver
deleted from the point-to-multipoint VC.

The problem with the current message processing rules and TCI is that, since they are bas
broadcast mediums, they do not allow any heterogeneity within a single flow and an outgoing 1
This is due to the fact that broadcast networks do not allow for heterogeneity of the transmiss

must be

ed upon
terface.
on any-

way. That is the reason why the LUB of the reservations requested for that interface is compufed, thus

making downstream merging.

A VC management strategy that supports heterogeneity does not need this downstream megging, or
at Jeast, no downstream merging of all the next hops in the interface. A more flexible scheme is neces-

sary, that permits different “Merging Groups” within a certain interface. This general model
the current model, if all next hops are considered as one merging group. A Merging Group
defined as the group of next hops with the same outgoing interface, whose reservation reque
certain flow should be merged downstream, in order to establish a reservation.

For a single flow and outgoing interface, there may be several MGs. The two extreme cases aref

includes
MG) is
s5ts for a

a) Only one MG: This is the case when no heterogeneity is allowed within the interface. Examples

of this situation are:

* the homogeneous model when implementing RSVP over ATM,
« the underlying network technology is broadcast (e.g. Ethernet).

b) As many MGs as next hops: this would be the case if each of the next hops requires a d
reservation. Example applications of this are:

* NBMA networks which do not allow point-to-multipoint connections, and therefore, a poin
connection is needed for each of the receivers,
« the full heterogeneity model when implementing RSVP over ATM.

The most interesting options of this model from our point of view are the intermediate points

edicated

I-to-point

between

these two cases, where we allow a certain degree of downstream merging, so that it is possible to take

advantage of the VC management strategies for heterogeneity support (Figure 31).

ATM
Ingress

P—
( ~~ ~

p\ N Merging Group 1
\

Figure 31: Merging Groups.

The TCI and the message processing rules should be independent of the number of MGs for a specific
flow and the decision of including one next hop into a group or another should be taken by the traffic
control module and not as part of the RSVP message processing. Details on how RSVP’s T(T and its
message processing rules need to be modified to allow for VC management strategies in suppqrt of het-

erogeneity will be discussed in a companion technical report [Sch98].
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the construction of a “good’ partition. This would be to change the IF statement at the end of the inner
loop into:
IF (L <= L’ + delta) // saves VCs

where delta would have to be chosen reasonably in order to force the construction of larger point-to-
multipoint VCs with respect to number of members. It is certainly not obvious how to choose delta,
but further study of that parameter is needed.

13.2.4.2 Dynamic Case

The results for cost-oriented edge devices when considering the dynamic case are directly applicable to
resource-oriented edge devices as well. Again the dynamic problem can be regarded as a series of static
problems, whereby the current partition should somehow be taken into account when reacting to
thanges and building a new partition.

A particular issue for resource-oriented edge devices when considering the dynamic case is the
{ynamics of existing reservations. While the changes due to these dynamics can be treated just like a
new receiver joining the session with the modified reservation and the existing receiver leaving it, these
actions should be minimized since they are either leading to temporary double reservations in the ATM
petwork or to service interruptions for the receivers depending on the order of joining and leaving (pre-
sumably only joining before leaving is a commercially feasible option). The dynamics due to modified
feservations are affected by the VC management strategy for heterogeneity support in the following

way: they will be more probable for a fine-grained partition (larger n) than for a coarse-grained partition
smaller n).

<

13.3 Implementation Aspects: RSVP’s Traffic Control Interface

When considering the implementation of some of the above or any other VC management strategies in
support of heterogeneity over an ATM subnetwork, RSVP’s Traffic Control Interface (TCI) and the rel-
gvant part of the protocol message processing rules as specified in ([BZB*97],[BZ97]) must be made
more flexible than they are (this does not violate these standards, because these parts are only informa-
tional). Currently, RSVP merges all downstream requests and then hands the merged reservations to the
traffic control module via the TCI. This leads to two problems if operating over ATM, or in general, a
NBMA subnetwork with capabilities for multipoint communication:

potential for not recognizing new receivers,
solely support for the homogeneous QoS model.

These problems are already realized in [BZB*97], where it is conceded that the proposed TCI is only
spitable if data replication takes place in the IP layer or the network (i.e. a broadcast network), but not in
the link-layer as would be the case for ATM. Here, different downstream requests should not necessar-
ily be merged before being passed to the traffic control procedures.

A new general interface is needed that supports both, broadcast networks and NBMA networks,
where the replication can also take place in intermediate nodes (e.g. ATM switches) of the NBMA sub-
net. Only such modifications will allow for heterogeneity support over an ATM network, i.e. different
VCs for different QoS receivers. However, even without taking into account heterogeneity support,
there is a need for a modification of the TCI and the message processing rules due to the different nature
of NBMA networks. :

If a reservation request is received from a new next hop in the ATM network that is lower than an
existing reservation for the session, then according to the currently proposed processing rules no actions
will be taken, since it is assumed that all the next hops within the same outgoing interface will receive
the same data packets. That is of course not the case for an NBMA network like ATM, and some actions
mjust be taken to add this new receiver to the existing point-to-multipoint VC. The same situation arises
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waste a lot of bandwidth for the part of the point-to-multipoint VC that is unique to a receiver with low
resource requirements.

Figure 29: Example Network.

To show what results can be achieved with that simple algorithm consider the example network in
Figure 29, which represents a model of the topology of the NSF backbone as of 1995 [JW97]. Here, cir-
cles are ATM switches and boxes are edge devices, which either act as subnet-sender or subnef-receiv-
ers. Let us suppose that the following reservations have been issued by the subnet-receivers:

R1 =10 Mb/s, R2 = 8 Mb/s, R3 = 4.5 Mb/s, R4 = 3 Mb/s and R5 = 2 Mb/s.

Applying the algorithm to the example network gives the partition GA={{R1,R2}, {R3,R4|},{R5}}
with L(GA)=118 as the sum of link bandwidth consumption of the three point-to-multipoint V(s (using
Steiner trees). Compare this to the full heterogeneity model, FH={{R1},...,{R5}}, with L(FH)=129, or
the homogeneous model, H={{R1,...,R5}}, with L(H)=180. So, H consumes about 50% moge band-
width inside the ATM network than R. Actually (as a total enumeration shows), GA is the optin[n(al parti-
tton (with respect to link bandwidth consumption). Interestingly, if VC consumption is taken into
account then FH is dominated by GA, i.e., it is worse with respect to both, link bandwidth congumption
and VC usage. This is certainly not the case for H, but the saved bandwidth will probably still be a
major point for choosing GA.

The greedy algorithm, of course, does not guarantee an optimal solution. Consider for exarnple that
now R3=5Mb/s, and everything else unchanged. Then the algorithm gives GA={{R1|R2,R3},
{R4},{R5}} with L(GA)=130, but the optimal partition O={{R1,R2},{R3,R4},{R5}} has L(D) = 122
(L(FH) = 132 and L(H)=183 for this configuration).

While for these examples only ordered partitions were optimal, it should be noted that this npt neces-
sarily the case as the simple example in Figure 30 shows:

Figure 30: Example of an Unordered Optimal Partition.
Suppose that: R1 =9 Mb/s, R2 = 5.5 Mb/s and R3 = 3 Mb/s.

Then the algorithm gives GA={{R1},{R2},{R3}} with L(GA)=64.5, while the optimal p4rtition is
O={{RI1,R3},{R2}} with L(0)=61,5 (L(FH=GA) = 64.5, L(H) = 63).

We have discussed above how to take into account the VC processing resource in principle. For the
greedy algorithm there is a straightforward extension in order to incorporate the additional criteria into




