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Abstract: Mobility highly affects 
quality of service in multimedia net- 
works. This applies both to link layer 
mobility (radio link quality) and to 
network layer niobility (hand-over, 
roaming). We develop an abstract 
framework for different architectures 
of network layer mobility support like 
Mobile IP, Cellular IP, IPv6, GSM, 
UMTS etc. and discuss their appropri- 
ateness for QoS handling. 

1 Introduction 

Current Intemet routers offer best-effort routing ser- 
vice, i.e. they fonvard data packets very fast, but 
they do not guarantee any service quality. Multime- 
dia applications, 011 the otlier hand, require stable or 
at least predictable QoS. 

In classical stationary networks, the basic impedi- 
ment to QoS handling consists of the competing 
service requests of other nodes, resulting in buffer 
space exhaustion, congestion etc. With the advent 
of mobile Computers, the situation changes: Moves 
of hosts will continuoiisly change the transmission 
conditions of the links, up to complete losses and to 
sudden recoveries. Hence, routing in mobile net- 
works has to cope not only with varying traffic load, 
but also with varying transmission conditions and 
frequent topology clianges. 

There are well-known solutions to handle these 
problems caused by mobility. Boot protocols like 
Dynamic Host Configuration (DHCP) support auto- 
matic configuration of links. In this case however, 
the mobile host is assigned another IP address 

which fits into the new LAN. On the other hand, a 
mobile host using Mobile IP may keep one and the 
Same IP address wherever it attaches. A conse- 
qiience is that TCP connections can persist even 
during a move. Similarly, mobile devices in a cellu- 
lar network keep their phone number and maintain 
connections when handed over from cell to cell 
(even to one in another domain). 

These approaches have to converge when future 
UMTSl3GPP networks will ,,bring IP to the base 
stations". Existing proposals are Cellular IP [I], 
Hierarchical IP [3], Mobile IP Regional Registra- 
tion [17], etc. 

Within these approaches, QoS considerations cur- 
rently do not play a central role. We at GMD IPSI 
and Karlsnihe University are filling this gap, See 
[ 5 ] ,  [6], and [8]. In this talk, we investigate mobile 
QoS by developing a general model of routing and 
network layer mobility. We describe certain (spe- 
cial features of) mobility management architectures 
and their appropriateness for handling basic fiinc- 
tions of QoS management. 

2 Routing 

Let the topolog~ of a mobile network be given by a 
directed finite graph T=(N,L) where the elements of 
N represent communicating entities. L E N X N is the 
Set of communication links, i.e. ( X ,  E L means 
that Y can (directly) receive data sent by X. Because 
of the characteristics of radio conmiunication, T 
may be non-symmetric, non-transitive, and even 
non-reflexive. 

We assume next-hop routing, i.e. each node Xmain- 
tains a table n e x t , c  ( N x  N ) ,  its routing table. Here, 
(iI,Z) E nextZy means that X sends („routes") to Z 



packets addressed to Y. For any node Y, let 
roirtey = { (Y ,Z)  E nexlx  1 X, Z E N }  be the sink graph 
to Y. It is correct if it is a strict partial order con- 
tained' in L in whicli Y is a maximal („lastu) ele- 
rnent and wliich contains, for each other 
„correspondent" node C, at least one path from C to 
Y. Routing in a network is correct if all nodes have 
correct sink graphs. 

For the sake of presentation, we restrict mobility in 
the following way: A node without routing func- 
tionality (i.e. it is minimal in the sink graph for any 
node) is called an end node. A base station is a 
router loosing and gaining links over time. A mobile 
node is an end node with the Same property. Hence, 
topology dynamics is restricted base stations and 
mobile nodes. 

We consider both multi-path and multi-cast routing: 
Any router Xreceiving a packet addressed to a Set N 
fonvards it (after removing its own address, if nec- 
essary) to all neighbours Z (to which X is linked, 
obviously, and) for whicli there is some Y E N such 
that (Y ,Z)  E n e x i , .  In case of uni-patli and -Cast rout- 
ing, the sink graph degenerates to the well-known 
sink tree. 

Multi-path routing can serve different purposes. 
First, tliere rnay be the need to spread network load 
across a broader collection of network links, See [I] .  
Second, multiple paths may be used to Set up a dis- 
tribution network of mixes for security reasons, See 
[2]. And third, multi-path routing rnay help to solve 
the inherent problem of location uncertainty, See 
e.g. [16]. Fast hand-over in cellular networks applies 
a special case of multi-path routing: Packets 
addressed to the mobile node arrive, for a certain 
time interval, both at the current and at tlie next base 
station. In an ideal network with unbounded 
resources where node mobility and packet arrivall 
delivery were exactly predictable, multi-path rout- 
ing would not be needed. 

1. Considering links as pairs of nodes 
excludes multiple links, but this does not 
cause any loss of generality and makes our 
framework easier to handle. However, it 
rnay be necessary in practice, e.g. when the 
mobile node uses more than one channel to 
communicate with the base station and 
only some of these channels vanish, say 
because of interference. 

3 Roiiting Dynamics 
The topology of a mobile network is dynarnic, i.e. 
links vanish or arise over time, caused by node 
mobility. We make no assumptions on how topol- 
ogy changes are detected. Base stations andlor 
mobile nodes rnay periodically send messages by 
which a Partner node can derive whether a link per- 
sists. Such messages rnay contain further informa- 
tion like Service advertisements etc. We also leave 
Open which node, when detecting a change, triggers 
the network to react appropriately. 

Topology changes need not immediately affect cor- 
rectness of routing tables, in particular if multi-path 
routing is applied. A router rnay decide to keep a 
route in its table even when the underlying link is 
lost. Likewise, routers need not irnmediately use a 
newly arosen link. We leave out here any discus- 
sions on the principles to be applied and consider 
only the basic functions of adding and removing 
routes, no matter in which way they are applied. 

In any case, to use a new link means adding new 
paths via this link. For a new link from a base sta- 
tion to the mobile node, new paths have to be added 
to the mobile node's sink graph. For a new link in 
the reverse direction, paths have to be added to the 
sink graphs of any other node. However, we need 
not worry about the latter case since base stations 
do not change their links to other routers - paths 
from them to other nodes are already k n ~ w n . ~  

Suppose now that a new link from base station B to 
mobile node Y has arisen. Let S c  N be the Set of 
nodes from which new paths to Y via B are to be 
added to Y's sink graph. Methods to incorporate 
new routes into a network are well known. In the 
context of mobility, we propose to use B's sink 
graph to extend that of Y in the obvious way. 

The converse case, i.e. that an existing link from 
base station B to mobile node Y is lost, is more diffi- 
cult to handle. A quite common solution is to assign 
to any routing table entry a pre-determined life time 
(,,timeout"). This means that entries vanish inde- 
pendently of whether the corresponding links exist 
and that they have to be refreshed periodically, with 
a time interval fitting to each entry's timeout. 

The other solution is to explicitly delete entries 
from routing tables. If, by this, a link used in a cer- 

2. We do not consider adding new paths to 
the stationary part of the network (e.g. to 
spread network load). 



tain sink graph vanishes, one has to decide whether 
routing should instantly be repaired or be left in a 
temporarily inconsistent state with the hope that the 
link will soon re-appear. Detailed answers to these 
problems will be given elsewhere. 

The reader will recognize similarities to the garbage 
collection problem in run-time environments of 
some programining languages. Let us only mention 
here tliat, in the case of a tree-like topology, it 
makes sense to combine deletion of old entries with 
creation of new ones. This is the way how mobility 
is handled in standard cellular networks. 

4 Tunnels 
To handle Internet mobility solely by routing table 
updates as described in Chapter 3 is obviously not 
feasible. One reason is that IP routing havily relies 
on address masking by which large Sets of routing 
table entries can be contracted to one single entry. 
When a node moves, its new address may fall out of 
a mask, and masking would have to be reworked. It 
is a cornrnon understanding that Intemet routing 
must be protected from this instability (see [7]) 
caused by mobility. 

On the other hand, changing routing tables is appro- 
priate (and already in use) for small (parts of) net- 
works, in particular if they have a tree-like 
topology. The key idea of bringing mobility also to 
large networks is to restrict mobility support to a 
reasonably small subset of routers. 

Many proposals apply this principle. To elaborate a 
common view, let us go back to the basic mobility 
problem. When a data packet following a path in the 
sink graph arrives at a missing link, it has to be 
dropped. Or stated otheiwise, we have an inconsis- 
tency between packet address and routing table. 
Chapter 3 describes how to remove this inconsis- 
tency by changing the routing tables, but we may 
also change the packet a d d r e s ~ . ~  Before the packet 
can arrive at the receiver, we have to restore the 
original address. 

The standard way of temporarily hiding the receiver 
address by another address is encnpsulation (see 
[9 ] ) .  Since en-(or de-)capsulation of a data packet in 

3. Note that, this way, the inconsistency is 
only temporarily (just for one packet) 
removed whereas routing update is a per- 
sistent (as long as the node does not move 
again) correction. 

general means to enter (or leave) a lower layer (in 
the sense of OSI), we extend our general model of 
Chapter 2 in the following way. 

The higher layer topology T = (&',L) is derived from 
the given topology T = (N,L)  in the following way: 
Select a subset M c N of nodes and take a copy M 
of M, i.e. to each XE M,  there coi-responds exactly 
one XE M. Encapsulation means that there is a link 
from X to X, and decapsulation is just the reversc4 
Links within the upper layer (i.e. the Set L )  are 
inherited from those in L : Define L to be the Set of 
pairs (&_Y) such that there is a path from X to Y 
within the lower layer T .  We call such a link virtual 
and the corresponding path a tunnel realizing the 
virtual link. See picture below. Note that, in gen- 
eral, a virtual link is realized by more than one tun- 
nel. 

We restrict dynamics to the upper („mobility") 
layer. Its routing derives from that of the lower 
(„stationaryU) layer. In addition, two routers per- 
forming en- and decapsulation X and Z („mobility 
agents") may register a virtual link leading to a 
mobile node Y by extending their routing tables in 
such a way that (y,g) E nextZy and (Y.2) E nex tZ .  All 
the other notions of Chapter 2 and Chapter 3 
directly apply. 

This general model admits a remarkably high 
degree of freedom for the development of new 
mobility architect~u-es. E.g. one may consider to 
have more than one virtual link to a mobile node be 
registered at a mobility agent, even in parallel to a 
„stationary" link - resulting in a „multi-vir- 
tual-path" routing to possible locations of a mobile 
node (see last paragraph in Chapter 2 for this moti- 
vation). 

Mobile IP (see [10] for the current version) is the 
most well-known existing architecture applying vir- 
tual paths. When considering the case of a foreign 
agent care-of address (and reverse tunneling), we 
have the subsequent picture. 

4. Readers with some background in graph 
theory will recognize this as ,,unfolding the 
loop-back". 



Mobile Node 

"\ Foreian Agent 

e n t  

Virtual is the link between home and foreign agent. link I the resources (bandwidth etc.) avaible for this 
We get the case of a CO-located care-of address by link. Clearly, b will vary over time. Note that in 
making the (former) foreign agent a normal router 
of the lower layer and adding a (non-virtual!) link to 
that layer leading from this router to the mobile 
node. As a consequence, the mobile node belongs to 
both layers. 

A variation of this principle is to let the correspon- 
dent node be the starting point of the tunnel (see 
[ l l ] )  in order to avoid triangular routing (as in the 
above picture). Other mobility architectures like 
Cellular IP [I] ,  Hierarchical IP [3], or Mobile IP 
Regional Registration [4] attach to the foreign agent 
a tree-like sub-network, thus combining the princi- 
ples of routing updates and tunneling. 

Any other combination is also feasible, e.g. spread- 
ing mobility agents all over the Internet. There are 
good reasons to expect from this a reduction of the 
control traffic necessary to handle mobility (agent 
advertisment, registration, etc.). Tree-like topolo- 
gies for these architectures are discussed, but there 
are no discussions of non-tree topologies. 

We do not exclude tliat an additional mobility layer 
is placed on top. This will be useful when not only 
Single nodes, but whole pieces of the topology col- 
lectively move, as will be the case in large ship, 
traiiis, cars etc. 

5 Quality of Service 

To incorporate QoS into our model is now straigh- 
foiward: We refine simple best-effort routing. For- 
warding of a packet on a given link now depends on 
a valz4ation of that link (and, maybe, of other links). 
1.e. we have a function b which specifies for each 

best-effort routing, b degenerates to a Boolean func- 
tion which assigns on of the values „existsL' and 
„does not exist" to any link. 

Router X bases its decisions not only on its routing 
table next,, but also on b. It is out of the scope of 
this paper to discuss particular decision functions. 
See e.g. [6] or [8] for more details. We simply 
assume that X can compute a routing function r, 
which, based on valuation b and routing table 
next,, , associates to each node Y a Set of neighbours 
to which the packet in question has to be fonvarded. 
Remember that (see Chapter 2) any packet is routed 
to all neighbours indicated by the routing table to 
which a link exists. Now, routing function r, 
makes a selection among these neighbours accord- 
ing to valuation b. 
Let us now approach the problem addressed in the 
title of this talk, i.e. how we can handle QoS in 
mobile multimedia networks. The key to a solution 
is given in Chapter 4 where we introduced a layered 
view of mobility. Obviously, both the underlying 
stationary layer and the mobility layer in a network 
can be equipped with QoS handling. Since QoS 
Parameters of a virtual link derive from those of the 
corresponding tumel, QoS guarantees within the 
upper layer clearly depend on those of the lower 
layer. But, to a certain extend, we can also influence 
from the upper layer the load in the lower layer. Let 
us consider an example. 

In the COSMOS project (see [5] ) ,  mobile nodes 
within a construction side comect to those at the 
company's headquarter via, among others, satellite 



or ISDN link. Both are expensive and, hence, 
should be Set up only temporarily. By placing 
mobility agents on both sides of these links, we not 
only can handle mobility, but also can distribute 
load over these (and possibly other) links. 

To handle the general case, consider a link from a 
node X to a node 1 in the mobility layer. Seen from 
the underlying layer, it is a virtual link. Let S be the 
sub-topology of T defined by the Set of tunnels real- 
izing this link (see Chapter 4). We call it the 
sub-topology realizing the given link. 

For an application of this construction, assume that, 
within the mobility layer, we can choose among two 
different links to Set up a route between one and the 
Same endpoints. In the underlying layer, this means 
that we choose among two different (maybe, dis- 
joint) sub-networks. 

6 Conclrisions 
In this talk, we developed a general model in which 
the appropriateness of mobility support architec- 
tures can be discussed. In particular, we showed 
how QoS handling withn mobile network and 
within the underlying network depend on each 
other. 

One result which can be derived is that, the smaller 
the tunnels realizing the links of the mobility layer 
are, the finer can QoS be handled. Or stated other- 
wise, architectures for mobility support which use 
single end-to-end tunnels (like Mobile IP) can han- 
dle QoS only by relying to that of the underlying 
stationary network. 

Clearly, the model developed in this paper is too 
general to be implemented, but it may help to 
develop partial solutions which best fit to particular 
situations. 
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