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Abstract: Multimedia synchronization comprises the definition and the establishrnent of tem- 
poral relationships arnong audio, video, and other data. The presentation of 'in sync' data 

: strearns by c ~ p u t e r s  is essential to achieve a natural impression. If data is 'out of sync', 
human perception tends to identifi the presentation as artificial, Strange, or annoying. There- 
fore, the goal of any multimedia system is to present all data without synchronization errors. 
The achievement of this goal requires a detailcd knowledge of the synchronization require- 
ments at the User interface. This paper presents the results of a series of experiments about 
human media perception. It leads to a first guidcline for thc definition of a synchronization 
quality of servicc. The results show that a skcw between rclatcd data streams may still let data 
appcar 'in sync' and it outlines some constraints undcr which jittcr may be tolcrated. It also 
turned out that the notion of a synchronization error highly dcpcnds on the types of media. We 
use our findings to develop a scheme for the proccssing of non-trivial synchronization skew 
bctween more than two data strcams. 



1 Introduction . . 

We understand multimkdia acc6rding to  [HeSt9 I b][Stci93][StNa94]: a multimcdia' systek is 
characterized by the integrated computcr-controllcd. gcncration, manipulation, prcscntation, 
storage, and cornrnunication of indepcndent discrete and continuous media. The digital repre- 
sentation of any data and the synchronization between various kinds of media and data are the 
key issues for integration. Multimedia synchronization is needed to ensure a temporal ordering 
of events in a multimedia system. 

At a first glance this ordering applies to single data streams: a stream consists of consecutive 
logical data units (LDUs). In the case of an audio stream, LDUs may be individual samples or 
blocks of samples transferred together from a source to one or more sinks. A video LDU typi- 
cally corresponds to a single video frarne and consecutive LDUs have to be presented at the 
sink with the Same temporal relationship as they were captured at the source leading to intras- 
trearn synchronization. 

The temporal ordering also applies between related data streams. The most often discussed 
relationship is the simultaneous playback of audio and video with 'lip synchronization'. Both 
kinds of media must be 'in sync', othenvise the viewer would not be satisfied with the presen- 
tation. In general an interstream synchronization involves relationships between all kind of 
media including pointers, graphicslimages, animation, text, audio, and video. In the following, 
'synchronization' always mcans interstream synchronization. 

For delivering multimedia data correctly at thc uscr interfacc, synchronization is essential.. . 
~ n l i ' k e  other notions of corrcctncss, it is'not possiblc to providc an objective mcasurement for 
synchronization. As human pcrception varics from person to person, only heuristic criteria can 
determine whether a strcam presentation is correct or not. This paper presents our results of 

. sotne extensive experirnents related to, human perception of synchronization between different 
. . . . 

media.' . . . . . .  . 

T o  reach ~ h e  goil of an error-free data delivery, audio, video, and other data arc often.multi- , . 
plexed (i.e. physically combined in onc data unit) and, hence, synchronized at the'souTce and 
demultiplexed just before presentation at thc sink. Multiplexing is not always possible and 
wanted, e.g. because multimedia data needs to go throughdifferent routes in a computing sys- 
tem. The separate handling of previously related data leads to time lags between the media 
streams. These lags have to be adjusted at the sink for 'in sync' presentation. 

Some work on how to implement multimedia synchronization was done in related projects 
[AnHo911 [Blak92] [LKGe92] [LLKG93] [ShSa90] :[Stei92]. Work.has also. been devoted to . 

define synchronization requirements [LiGh90] [LiGh90b] mico90] [~av192] [~tei90]. It is 
ofien reported that audio can be played up to 120 ms ahead of video and in the reverse situation 
video can be displayed 240 ms ahead of audio. Both temporal skews will sometimes be 
noticed, but can easily be tolerated without any inconvenience by the User [Murp90]. Some 
authors report a skew of +/-I 6 ms [Dann931 or no skew at all to be acceptable. 

Implementing our own synchronization mechanisms, wc werc unable to draw thc right conclu- 
sions from these reports - their statements were contradictory. Thcre was a lack of an in-depth 
analysis of synchronization between the vanous kind of media and, in particular, for lip and 
pointer synchronization. We decided to conduct our own study and to explorc these hndamen- 
tal issues to obtain results that allow us to quantify thc quality of scrvicc requirements for mul- 
timedia synchronization. 

n i e  remainder of this tcxt is organized into tcn scctions. Section 2 outlines thc main rcsults of 
lip synchronization cxpenmcnts, thc notion of the 'quality of synchronization' is elaborated in 



Section 3. Section 4 descnbes the test strategy, how the results were achieved including influ- 
: encing factors. Section .S presents the results 'on pointer synchronization, 'remaining types of ' 

media synchrOnization are discussed. in Section 6. The aggregation of vanous individual media 
synchronization results is analyzed in Section 7 and Section 8 defines and summarizes the 
results in terrns of the required quality of service parameters. In Section 9 first results of human 
perception of jitter are descnbed. The appendix of this paper includes an exarnple of the ques- 
tionnaire used by test participants and shows all results in form of appropriate graphics. 

2 The hip Synchronization Experiment 

'Lip synchronization' denotes the temporal relationship between an audio and a video stream 
where speakers are shown while thcy say something. The time difference between related 
audio and video LDUs is known as the 'skew'. Streams which are perfectly 'in sync' have no 
skew, i.e., 0 ms. We conducted experiments and measured which skews were perceived as 'out 
of sync' for audio and video data. In our experiments, users often mentioned that something is 
wrong with the synchronization, but this did not disturb their feeling for the quality of the pre- 
sentation. Therefore, we additionally evaluated the tolerance of the users by asking if the data 
out of sink affects the quality of the presentation (see also the questionnaire in Appendix B). 

In several discussions with experts working with audio and video, we noticed that most of the 
personal experiences were derived from very specific situations. As an immediate consequence : . . 

we have been confronted u/ith a wide range and tolerance levels up to 240 ms. A cornparison - '  '. ,, 

and a genekil usage of these values is docbtful because the environments from which they 
resulted were were comperable. In some cases we encountered the 'head view' displayed in 
fiont of some single color background on a high resolution professional monitor. In another 
set-up a 'body view' was displayed in,a video 'window at a resolution gf 240*2'56 pixds in the 

. . . middle of.some dancing people. .In ärder to get the most accurate and stringent .affordabk skew . . 
' 

tolerante leveli, vie'stilected a speaker in a TV news envkonment as a.'talking head' (see -Fig- 
urci3). In this scenario, the viewer is not disturbed by background infoimation. The uSei is 
attracted by the gestures, eyes, and lip movement of the speaker. We selected a speaker who 
makes use of gestures and articulates very accurately. 

We recorded the presentation and then played it .back in our experiments with artificially intro- 
duced skew that was adjusted according to the frame rate, i.e., n times 40. ms, that was intro- 
duced by professional video editing equipment. We conducted some experiments with a higher 
resblution time scale by cutting.the.material with the.help bf a computer whek it was possible 
t o  introduce a smallerdelay in the audio stream. It tumed out that there was no need for any 
test with higher granularity than 40 ms. 

Figure I :  Lcft: Hcad Vicw, Middle: Shoulder Vicw, Right: Body ~ i c w l  



We expected a relationship between the detcctable skew and the actual size of the head dis- 
played a t  the monitor. As shown in Figure 1 we selected three different vicws of thespeaker. 
At the very close 'head vicw' the head complctcly fills'the scrccn. the 'shoulder view' shows . 

the head as well as the shoulders while the third 'body view' captures the whole person sitting 
in a room. 

Lip synchronization usually applies to speech as an acoustic signal related to its visual repre- 
sentation of the speaker. We expand this notion to Cover the correlation between noise and its 
visual appearance, e.g., clapping. For the latter, our experiments included a person working 
with a hamrner and some nails. Nevertheless the most exhaustive study was performed in the 
news environment. 

Figure 2 provides an overview of the main results. The vertical axis denotes the relative 
amount of test candidates who detected a synchronization error, regardless of being able to 
determine if audio was before or after the video. As one might expect, if the skew is relatively 
small most of the people did not notice it; large skews became obvious. However, our initial 
assumption was that the three curves related to the different vicws would be very different, but 
as shown in Figure 2 this is not the case. 

Figure 2: Detection of synchronization errors with respect to the three different views. 
Left part, negative skew; video ahead of audio; right part. positive skew; video behind audio 

. . . . 
. . 

Figure 3 ihowsthe same curves in more detail. A careful analysis'piovides us with information 
regarding the asymrnetry, some periodic ripples and minor differences between the various 
views. 

1.  Ilcrc wc just outlinc thc diffcrcnl vicws, thc qualiiy o f t h c  original ~ l i p s  is TV-likc. 
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Figur-e 3: Dctection of synchronizatioii crrors 
Lei? Part. negative skew: video ahead of audio; right part. positivc skew: vidco bchind audio 

, The left side of the figure relates to negative skcw values, where video is ahead of audio. In our .. 

daily life, we experience this situation whcncver we tak to s'ome.distant located person. All . . 
three curies a ~ ,  in general, flat in'this region, Since wk are not aicuitorncd to hearihg speech . . . ' . 

' 

ahead of the related ~is~al,irnpreision, the right side of the curves turns out.to be steiper; 

T h e  'body view' curve is bioader than the 'head vi'ew' curve. at the 'head view' a srnill skew 
was easier to notice. This was more difficult in the 'body view'. The 'head view' is also more 
asymmetric than the 'body view'. Basically, the further away we are situated, the less notice- 
able the error is. 

At a fairly high skew, the curves show some periodic ripples. This is more obvious in the case 
of audia being ahead of video. It means that some'people had difficulties in'identieing the syn- . . . 

chroriizatioii erior evkn with fahly high skew'values. A careful analysis of this phenornenon 
lead to the following explanation; At the relative minima, the speech signal was closely related 
to the movement of the lips which tends to be quasi periodic. Errors were easy to notice at the 
start, at the end, at the borders of pauses, and whenever changing drastically the mood (e.g., 
from an explanation style to a sudden aggressive comment). Errors were more difficult to 
notice in the middle of sentences. A subsequent test containing video clips with skews accord- 
ing to these minima (without pauses and not showing thc start, thc cnd, and changes of mood) 
caused problems in identifying if therc was indccd a synchronization crror. 
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Figure 4: Areas.related to the dctection of synchronization crrors 
Left part. ncgativc skcw: video ahead of audio; right palt. positivc skcw: vidco bchind audio 

The main resu1t.s of about 100 test participants are captured in Figure 4 which is composed of 
diffkrent areas: 

. . 

The 'in syne7 area .&ns askew 8f bctwken -80, mS (audio afkr video) and +80 nis (audio; 
aheadof vidio).'~n this Zone m6st of the users did not'detect the synchronization error. Very" 
few mention ttiat if there is an'error it does affect their notion -of quality video. Additionally, 
we had some results where test candidates mention that the perfect 'in sync' clip (skew.= 
Oms) is 'out of sync'. Therefore, we introduced a range of uncertainty in the graph which 
captures these types ofineonsistencies. We came to realize that lip synchronization tolerates 
the above mentioned skew, this result applies to any type of lip synchronization. 

. . , . The 'out of sync' areas span beyorid a skew of -160 ms and +I 60 ms. Nearly everybody . 

detected these errors and were dissat'isfied with thc clips. ~ a t a  delivered with such a skew.ig 
in generai not acceptable. Additionally, often a distraction occurred; the viewerllistener 
became more attracted by this 'out of sync' effect than by the content itself. 

In the 'transient' area where audio is ahead ofvideo, the closer the speaker is, the easier 
errors are detected and described it as disturbing. The Same applies to the overall resolution; 
the bettcr the resolution is, the more obvious the lip synchronization errors became. 

A second 'transient' area where video is ahead of'audio is charactcrized by a sirnilar 
behavior as the other transient area as long as the skew values are near the in sync area. The 
closer the speaker is, thc more obvious the skcw is. Apart from this cffect we noticcd that 
video ahead of audio can easier bc tolerated than thc vicc vcrsa. 



This asymmetry is very plausible: In a convcrsation where two people are located 20 m 
apart, the visual impression will:always be about 60 ms ahead of the ,acoustics due to thc . . 

fast light propagation comparcd to thc acoustic wavc propagation. We arc just morc used to 
this situation than to the previous one. 

Conceming the different areas, we got similar results with the noise and video experitnent 
(hamrner with nails) although the transient areas are more narrow. In this experiment, the type 
of view had a negligeable influence. The presentation of some violinist in a concert and a choir 
did not show more stringent skew demands than the speaker being synchronized. 

A companson between sets of experiments ran in English and German showed no difference. 
Some minor experiments with Spanish, Italian, French and Swedish venfied that the specific 
language has almost no influence on the results. 

We did not find any variation between groups of participants with different habits regarding the 
amount of TV and films usually watched. 

Professionals (cutters and TV related technical personnel) showed a smaller level of skew tol- 
erance. If they detected an error, they could correctly state if audio is ahead of or behind video. 
With the used TV quality a skew of 40 ms was very rarely noticed, the 80 ms skew was some- 
times detected. A discussion with professional video cutting teams showed similar results. One 
out of three professionals stated that shehe would recognize an error with 40 ms of skew, all 
mentioned that they would recognize a 'lip sync error' starting at 80 ms 'out of sync', but that 
this might not influence the quality of the pcrceivcd information. 

3 Quality of . Lip . Synchronization 

Figure 3 and Figure 4 outline the perception of synchronization errors. More important than . 
' 

just to notice the m o r  is.the effect of such an 'out of sync' video clip on  the human perception. .. . 

If in an exmme case al-1 people t'end t'o 1.ike audio data to 'be, ,e.g.', 40 ms a h e d  of video; we 
should take it into account. ~ h e r e f o k  the teit candidates were asked to quali@ a detected syn- . . , 

chronization error in terms of being acceptable, indifferent, or annoying (see Question 3 at 
Appendix B). Out of these answers we derived the 'level of annoyance' which quantifies the 
quality of synchronization. 

Figure 5 shows by which degree a skew was believed to be acceptable or intolerable. We used 
the 'talking head' expenment and depict here the 'shoulder view' as it is a compromise 

' 

. 'between the 'head' and the"body view'. The diagrams of the other views are included in the :, 

appendix. 

The envelope curve defines the amount of candidates who detected a synchronization problem, 
i.e., if candidates did not notice an error, they can hardly determine if the error is acceptable or 
not. This is the Same curve for the 'shoulder view' as shown in Figure 4 and Figure 5 without a 
spline interpolation. 
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Yiew: Shoulder 
Figlrre 5: Levcl of annoyancc at shoulder view 

Lefi part, negative skew: video ahead of audio; right part. positive skew: video behind audio 
. . 

. . . .  'The,darkgrey qr&isrqlate to all test c.ar@idates who woild aceept tb listen to and.w$ch &eo: ,j 
. . .  

. - . .  wi'th <his.synchroni&atiog error. In asmall follow-on experiment we.se1ected.a few. teit candi: : . . .  . . .  
dates w&:would to1,erak ~ u c h  a skew and presented them a.whole movie with this s$nchroniT 

' za t ih  etror. We chose a skew of -1 60 rns (video ahead of audioj. ~ h e ~  did not complain at'all 
and very soon concentrated on the'content instead of being attracted by looking for'some syn- 
chronization problem. The curve at the bottom of the dark -grey area shows an obvious asym- 

. . .  . . .  metry which w c ~  d,ue / .  . .  to the . . .  more natural . . .  . acceptance.of . the . . .  visual perception . . . . .  being ahead of . . . .  
. . .  .: . . . . . . .  . . the'ielated acoust'ic impression. : < '. .: 

The light grey area relates to all people who really dislike this skew. aid were dibtracted by it. It 
. , 

. . . . . . .  . . . also contains:the asyrnrn,etry discussed above. Diinng the evalurition phase of this study o i  .. . . .  . . .  . _ . . . . .  . . . . 
s$nchronization, we 'introduced.'a' scew' of +80 ins and -80 ms into tw6 whde movies. These 
movies were shown to a few candidates who mentioned that such a skew is annoying. It t m e d  
out that after a short discussion if we really introduced this artifact (or if we cheat), they did not 
object at all. The Same experiment with a skew of -240 ms or +I60 ms would lead to a real dis- 
traction from the content and to a severe a feeling of annoyance. 

This evaluation of the level of annoyance provides a further argument for allowing the skew of 
lip synchronization to take values between -80 ms and +80 ms as mentioned in the former sec- 
tion. 



4 Test Strategy . . 
. , . .. . .. . . ,. . 

For eaih the lip synchronization test tobk approximately 45  minutis; ~ h e  gxperiment 
was intentionally camed out with the Same audio and video over and over again. This led to 
some concentration problems during the whole test, which was alleviated by introducing 
breaks. 

We always ran all tests related to one view in one session. Then, the second and the third view 
were shown in their sessions. The order of the sessions had no effect. Individual probes, each 
having a different skew, were shown randomly. This led to sequences of probes as surnmed up 
in Table 2 in the Appendix. 

Initial experiments showed that a total length of about 30s with a small subsequent break is 
sufficient for getting the users irnpression. All experiments with longer video clips did not pro- 
vide any additional new or different results. With some test candidates, were more experienced 
with video technology and synchronization issues, 5s turned out to be sufficient. Nevertheless 
we sticked to have 30s for each probe. 

The background of all scenes was static (i.e., not moving) and out of focus in order to keep the 
distraction to a minimum. In short clips with a moving background the viewer is sometirnes 
more attracted by the actions occuning behind the speaker than by the speaker himself. This 
would lead to more larger skew values for the perception of synchronization errors. We 
focussed on the detection of such errors in the most challenging sct-ups, this allowed the deter- 
mination of skew values independently f r ~ m  the actual contcnt of the video and audio data. In 
these experiments the viewer should never have bccn distracted by the background. 

The Same consideration, i.e. background vs. foreground, can be applied to the audio data. The 
voice of.the speaker can be mixed with some background noise or music. In order to differenti- 

. ; . . , . . . . : . .  ate.between for,qgound and background, . the . .volume . .  . . of the speaker. should be at. least, twice the .. 
vo1um.e of the' backgmuid' audio. In, contrast to .the uideo,.atdogy discu.ised i n  the previoris, . : ' . ' . . .  . . , . . .  . .  , . . . . .  ': ;.. - . .:. . .%. . . . . .  

. paragraph,atiy%ackgrouod audio did riotinfliience ou.r:'res~lts; ~ a c k ~ i o u n d  .noise.in thk auaio" ', ' 

. 

. . .  . . . . 
channel had no effecton the experirnents. : .' . . 

The group of people was selected according to an equal distribution of Sex and ages. To have a 
representative distribution we did not take into account habits (like the time spent for watching 

, . TV) and the. social sbtus or any other.characteri$ics oflhe test candidates.. , . . . . . . .  

. ' It would have been' very interesting if, before presenting each probe to the candidates, they 
were not a.ware.of the fact th- we were looking fgr synchronization is.sues. As s w n  as the test . .  . 

. . candiddtes &ticed,.the first time.a sync&nizatich~fd~~t~ they w-ould not have been allowed to . :, .. . . . . 

continue the experiment withfurther skews. This would have led to i-esults for casual unexpe- 
rienced users. As a matter of fact, we started to run the experirnent in this way with a very few 
people. It t m e d  out, that lip synchronization is not detected so easily leading to a broader 
range of the 'in sync' zone. In order to provide results for building multimedia systems for all 
types of users, we have to make the assurnption. that a User can also make frequent use of such 
a system and interact for a longer time with the application. Therefore, the results of users 
being aware of possible synchronization faults provide the correct basis. 
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,.:.:... :.:.: *:p::>: ,.,.,.>:.:.: 
Skew [msec] 

. . . . . . . . . . . . . . correct ,:.:.:.:,.,: don't know incorrect I View: Shoulder . . 

Figure 6: Correct detection of the perceived synchronization error 
Left part, negative skew: video ahead of audio; right part. positive skcw: video behind audio 

. FOT the purpsse of double checking, the candidates were asked to define exactly which type.of . 

. syrichronization errcjr they noticed. Itis kasier just to .detect .that something i.s .wr&g t h m  tq ' . . . , . . : , . 
.. . . ,preciseIy stäte if.audio i s  ahead of video or vice'versa. Figute 6 surnmarizes the results of cor- 

. . iect perception. of the.skew:h the 'shoblder kiew' scenario. . . .. . 

The envelope curve of Figure 6 defines the amount of candidates who detected a synchroniza- 
tion problern. This is the Same curve for the 'shoulder view' as shown in Figure 3 and Figure 4 
without a spline interpolation. The lowest envelope curve of the light grey area represents the 
amount of people who detected a misniatchof audio and video. 

. . 
Nearby the error-free synchrmization value (at 0 ms)it was di'fficult to determine the type of . . . 

. . 

. .  . . . skew, as soon as we had values beyond 4 0  ms or above +40 ms a k o s t  everybody provided . 
. . .  . . . . . .  . . . . . . .. . . correct ans'wers. : ., .. . . ... . . , .  . . . . .  . .. . . . . . > . .  .. . .  . .  _ .  , . .. . . . .  . . :  

5 The Pointer Synchronization Experiment 
In a computer-supported cooperative work (CSCW) environment, cameras and microphones 
are attached to the users' workstations. The audio and video data of one participant is simulta- 
neously presented at the other remote workstation(s). In our next experiment, we assurned the 
issue of the discussion is a business report including data related to some graphics. All partici- 
pants have a window with these graphics on their desktop where a shared telepointer is used in 
the discussion. With the pointer, speakers point to individual elements of the graphics which 
they are refemng to while speaking simultaneously. This requires synchronization of audio 
and the remote telepointer. 



Figure 7: Pointer synchronization experiment based on a map and on a technical sketch 

We generated two experirnents: 

In the 61st experirnent some technical items of a s a i h g  boat are explained while a pointer 
locates the aread of interest (see Figure 7, right side). The shorter the explanation, the more 
crucial the synchronization tums out to be. 

Therefore-we additionaliy made a second experirnent with the explanation of a travelling 
route on a map as Seen on the left side of Figure 7. 

Skew [msec] 

Figure 8: Detection of the pointer synchronization errors 
Left part, negative skew; pointer ahead of audio; right part, positive skew; pointer behind audio 



From .the human perception point of view, pointer synchronization is very different to lip syn- 
qhronization as it is muCh more difficult to-detect the 'out ofsync' e m  at skew values near to- . 
the error-free case. While a lip synchronization error is a matter of discussion for a skew 
between 40 ms and 160 ms, this applies to pointer synchronization between 250 ms and 
1500ms. Figure 8 shows the detailed results. 

Using the sarne margins as in our first experiments, the 'in sync' area related to audio ahead of 
pointing is 750 ms and for pointing ahead of audio it is 500 ms. In most of the daily occurring 
discussions using a telepointer these results can be relaxed. This Zone allows for a clear defini- 
tion of the 'in sync' behavior regardless of the content. 

The 'out of sync' area Spans a skew beyond -1 000 ms and beyond + 1250 ms. At this point the 
test candidates began to mention that the. skew makes the application obsolete, they are dis- 
tracted and the speaker has to slow down the explanation or carefully move the pointer. From 
the User interface perspective, this is not acceptable. The experiment of pointing to different 
locations on the technical figure tumed out to be more challenging than the continuous pointer 
could move on the map. Therefore, the values of the edges of the 'out of sync' area are derived 
fkom the pointing on the technical drawing. 

In the 'transient' area we experienced that many test candidates noticed the 'out of sync' 
effect, but it was not mentioned to be annoying. This is certainly different to 'lip sync' where 
the User is more sensitive to the faults allowing for less skew and is irnrnediately annoyed. 

Level Of Annoyance [%I 

S kew [msec] 

Figure 9: Level of Annoyance of the pointer synchronization errors 
Left part, negative skew: pointer ahead of audio; right part. positive skew: pointer behind audio 

In Figure 9 these areas are included as part of the diagram of the 'level of annoyance'. These 
curves denote the relative arnount of people who dislike or are indifferent towards the pointer 
synchronization error. It is remarkable that for several skcw values most of the test candidates 



detected the fault, but did not object at all. to work with such a skew. Therefore, wc encounter a 
. ' broad "in syric' and 'transient' area. ' :. . . . . . . . 

6 Elementary Media Synchronization 

Lip synchronization and pointer synchronisation were investigated by us because of the contra- 
dictory results available to us fmm other sources. In the following, we will sumtnrize other 
synchronization results which we found to provide less diverse statements. We do this to arrive 
at a more complete picture of synchronization requirements. 

Since the beginnin@ 'of digital audio the ('affordable') jittir and the jitter to betolerated by 
dedicated hardware has been studied. In discussions with Dannenberg, he provided us some 
references and the following explanations of these studies: In [Bles78] the maximurn allowable 
jitter in a sample period for at 16 bit quality audio is mentioned to be 200ps, this is explained as 
the error equivalence to the magnitude of the LSB (least significant bit) of a füll-level maxi- 
mum-frequency 20KHz signal. In [Stoc72] some perception experirnents recornrnend an 
allowable jitter in an audio sample period between 5 and 10 ns. Further perception experiments 
were carried out by [LickS I] and [Wood51], the maximum spacing of short clicks to obtain 
fusion into a single percept was mentioned to be 2ms (as cited by [RuAv80]). 

The combination of audio und animation is usually not as stringent as lip synchronization. A 
' multimedia Course on dancing, e.g., compnses the dancing steps.as animation with the respec- 

tive music. By making use of the interactive capabilities, individual sequences can be viewed 
and listened to over and over again. In this cxamplc thc ~~nchronization bctween music and 
animation is particulary irnportant. Experience showed that a skew of +I- 80 ms fulfills all User 
demands, even though 'some jitters may -occur. Nevertheless, the most challengirig issue. is the 

. . cokelation between a noisy-event.aid. its "isual represektation, e.g. a simdated crash.of cars. . . , : . .: 

H q e  we.:enco~tgr the;.s~me.conitrai~ts CS fcj! ~ip,syn~hroni~ati,on,..+/- 80 ms., , ,, * . , ' . . . . . . .  . .: . : : - . . .  :. . . . ,  . . .  . .. . . . . .  . .. , . .  .. . . . . . . I.: , : . .  < 

. . .  
Two' agdio tra&s can be tightly o r  lobsely cohpled; the effect.af related iiudio streams depends . . .. . 

. . heavily on the content: ' 

A stereo signal usually contains information about the location of the sources of audio and 
is tightly coupled: The correct processing of this information by the human brain can only 
be akbmplishedif the'phases of the acoustic i&pals.ar& delivkred correctly.T'his dernihds , . ' '  . 

for a skew less than the distance between consecutive sarnples'leading to the order of mag- 

. . . _ . .  .. 

nitude of 20 PS. [~a~t93] . r&rts  that the perceptible phase shift between .two audio chan- . 
' nels i s  l ihs ;  ~ h i s  is..based .on a-headphone. listening experimerrt;. Since-a var$ing .delay.in : . : : . 

one channel causes the apparent a sound's source location to'move, Dannenberg proposed 
to allow an audio sample skew between stereo channels within the boundaries of +I- 11 ps. 
This is derived from the observation that a one-sample offset at a sample rate of 44kHz can 
be heard. 

Loosely coupled audio channels are a speaker and, e.g., some background music. In such 
scenarios we experience an affordable skew of 500 ms. The most stringent loosely coupled 
configuration has been the playback of a dialogue where the audio data of the participants 
originate from different sources. The experienced acceptable skew was 120 ms. 

The combination of audio with images has its initial application in slide shows. By intuition a 
skew of about 1s arises which can be explaincd as follows [Dann93]: Consider that it takes a 
second or so to advance a slide projector. People sometirnes cornment on the time it takes to 



change transparencies on an overhead projector, but rarely worry about automatic slide projec- . . 
tors. . . . . . . . .. . - . ... 

A more elaborated analysis leads to the time constraints equivalent to those of pointer synchro- 
nization. The affordable skew decreases as soon as we encounter music played in correlation 
with notes for, e.g., tutoring purposes. [Dann931 points out that here an accuracy of 5 ms is 
required: Current practice in music synthesizers allows delays ranging up to 5 ms, but jitter is 
less than total delay. A 2 ms number refers to the synchronization between the onset times of 
two nominally simultaneous notes or the timing accuracy of notes in sequence, See also 
[Clyn85] [RuAv80] [Stew87]. . 

The synchronized presentation of audio with some text is usually known as audio annotation in 
documents or, e.g., part of an acoustic encyclopedia. In some cases the audio provides fixther 
acoustic information to the displayed or highlighted text in terms of 'audio annotation'. In an 
existing 'music dictionary', an antique instrument is described and simultaneously is played. 
An example for a stronger correlation is the playback of a historical speech of, e.g., J.F. 
Kennedy with sirnultaneous translation into a German text. This text is displayed in a separate 
window and must relate closely to the actual acoustic signals. The Same applies to the teaching 
of a language where in a playback mode the spoken word is simultaneously highlighted. 
Karaoke systems are another good example of necessary audio and text synchronization. 

For this type of media synchronization the affordable skew can be derived from the duration of 
the pronunciation of short words which last in the order of magnitude of 500 ms. Therefore the 
experirnentally verified skew of 240 ms is affordable - . 

The synchronization of video and text or video atld image occurs in two distinct fashions: 

In the overlay mode, the text ofien i s  an additional descnption to the displayed mo.ving 

. .  . .  . . . image sequence: In a.video of playing billiard; the'image, is used to  desote the exact way of . 

. . the ball aftkr the.last itro&; The simultane6us piese~tation ofthe video-and fh&overlayid ' .  . .  . " . .. 
image is ihportant .for the correct 'human peiception of.this synchrgnized da$. ~ h k  sarne . . . . 

' 

applies to a text 'which is'displayed in mnjunction &th the related video images: Instead of ' . 
having the subtit~es always located at the bottom, it ispossible .to place text ;lose to the 
respective topic of discussion. This would cause an additional editing effort at the produc- 

. . tion phase and may not be for the general use of all types of movies but, for tutonng pur- 
poses some:short text  near b y  the topic o f  discussion i s  very useful. -In such overlay 

. . . schemes, this text must be synchronized to the video in order tu assure that it is placed at the 
correct position. The accurate skew value can be derived from the minimal required time. A 

.. . .. . . . . . . single~word~.should.app.e~ PU the scree0ui ord& to. be perceived b i  the vieweii 1:s is Cer- .. . . ,,. 
. . 

tainly sucha lirnit. If the media pioducer kants to hake use of the flash'effect,.then sich L' 
word should be on the screen for at least 500 ms. Therefore, regardless of the content of the' 
video data we encounter 240 ms to be absolutely sufficient. 

In the second mode no overlay occurs, skew is less serious. Imagine some architectural 
drawings of medieval houses being displayed in correlation with a video of these building: 
While the video is showing today's appearance, the image presents the floor plan in a sepa- 
rate window. The human perception of even simple images requires at least 1 s, we can ver- 
ify this value with an experiment with slides: the successive projector of non-correlated 
images requires about 1 s, as the interval between the display of a slide and the next one in 
order to catch some of the essential visual information of the slide. A synchronization with 
a skew of 500 ms (half of this mentioned 1 s value) between the video and the image or the 
video and text is sufficient for this type of application. 



Sometimes video is combined with animation as there may be a film where some actors 
. become atiimated.pictures. But, for the following short reasoning of ~~nchronization between . . 

video and animation let us go back to the exaiple of a video showing the stroke of a billiard 
' 

ball and the irnage of the actual 'route' of this ball. lnstead of the static irnage, the track of the 
ball can be followed by an animation which displays this route at the time the ball is moving on 
the table. In this exarnple any 'out of sync' effect is irnmediately visible. In order for humans to 
be able to watch the ball with the perception of a moving picture, this ball must be visible in 
several consecutive adjacent video frames at a slidely different position: a good result can be 
achieved, if in every 3 subsequent video frames, the ball moves by the distance of it's diameter. 
Less frames will result in the problem of visibility of what occurs, e.g., in tennis, and it may 
lead to difficulties with the notion of contiriuity. Derived from this nurnber of 3 subsequent 
frames, we allow the equivalent skew of 120 ms to occur. This is very tight synchronization, 
and we have not found any practical requirement which cannot be handled with this value of 
the affordable skew. 

Multimedia systems also incorporate the real-time processing of control data and the presenta- 
tion of this data using various media. A tight timing requirement occurs if the Person has to 
react to this displayed data. No overall timing demand can be stated as these issues highly 
depend on the application itself. 

7 Aggregation of Media :synchronization . 

So far, media synchronization has been evaluated as the relationship betweeh two kinds of 
media or two data streams. This is the canonical foundation of all types of media synchroniza- 
tion. In practice, we ofien encounter more than two related media strearns: A sophisticated 

. . ; . multhedia ap'plication scenano incorporates the simultane~us handling of yu-ious sessicj~s., - . . . . .  . .. . . 
, . - Take an example anongoing. conference where'a yideo &ndow'displiys the actuai~~kakkr,  . 

the ahdio data is hisher v9ice.a~ he/ihe'ekplains technical dbtails of a xiew space com- . ' . , . . .  . .  . . . . . . . . .  . .mand s.tati.on. . . 
. .. 

. . . . .  . . . . . .  , .  . . . . 

. . 

. . . .  .. . 
, .  . . . . . .  . . . , .  ' . . 

. .  . . .  : .  , . ,  

Figure 10: Aggregation of media at the User interface 



Video and audio data are related by the lip synchronization demands. Audio and the telepointer 
. . are related by.the pointer ~'~nchronization demands. The relationship of video data and the tele- . . . 

pointer is then yielded by a simple transitive coibination. In this examplc we will define the 
following skews: 

rnax skew (video ahead-of audio) = 80 rns 
rnax skew (audio ahead-of video) = 80 rns 
rnax skew (audio ahead-of pointer) = 740 rns 
rnax skew (pointer ahead-of audio) = 500 rns 

leading to the skew 

skew(video ahead-of pointer) =< 820 rns . . 
skew (pointer aheadof video) =< 580 rns 

In general these requirements can be derived easily by the accumulation of the canonical skew 
as shown in the above example. The information gathered by the aggregation of media is of 
interest for the User as well as for the multimedia System which must provide service according 
to these values. The additional skew is linear dependent with respect to the already provided 
canonical skew relationships. 

In some cases exist too many specifications of a synchronization skew: let us picture a lesson 
for learning a language that consists of audio data in English and Spanish as well as the related 
video sequence. The Course builder enforces lip synchronization between video and audio 
regardless of the language. Additionally the sentences need to be synchronized in order to be 
able to switch on this basis from one language to the other. As lip synchronization is more 
demanding than the synchronization bctwccn thc languages, this would lcad to thc following 
skew specification: 

1.. rn& skew (video ahead-of audio-english) = 80 rns . , : . . 
. . . . . . .  

: 2. max skew.(a,udio-english aheadof ,video) -80,ms . .'. . . . ~ . . . . . . . . .  . . . . .  . . . . . . . . .  . . .  , .... . . . .  
. . . . .  . . .  . . .  3;. rnax ske,w.,(video ahead,of .audio-spanish) = 80.rns ., . . ', . : . . .  

. . . . . .  . . . . 
... , 4. maxskew j ~u~ iö~span ish .~h .~~d -~ f .~dm)  - 80 ms . .  : ...... .: ... :;,. . .: . .  ;;: .. : . .  . . . . . . . . . . . .  . . .  . . . . . . ,  . . . . . . . . .  .. ..... . . . . .  . . .  . . . .. - . . . . . . .. 5: rnkx skew (a~dib-english ahea'd-of a~d~olsp8riish)..= 400 .ms . . . .  . . , -  

6. rnax skew. (audio-spanish ahead-of audio-english) =Y400 rns 

This specification consists of a set of related requirements where all of them need to be ful- 
filled. We have to find 'the greatest cornrnon denominator'. Therefore, in the first step for each 

. . 
. . .  . .  . : . . " .  ' .. .available linear indepeudent canonical fomi all derived skews are mmputed: . . . . . . . .  . . . .  

. . 
. . 

- 1+2+3+4: . . . . 

.max skew (audio_;english ahead4f audio-spanish) = 160 rns . . . . . - .  . . . .  . . .  . . . . .  ... .. -..max.skew (auäio-spanish:ahead-of .audio-english).=.160 . . ms. . . . .  . . . . . . . .  .. . .  . 

1 +2+5+6: 
rnax skew (video ahead-of audio-spanish) = 480 rns 
rnax skew (audio-spanish aheadof video) = 480 rns 

3+4+5+6: 
rnax skew (video ahead-of audio-english) = 480 ms 
rnax skew (audio-english ahead-of video) = 480 rns 

In the second step the most stringent set of requirements is selected: 

1. rnax skew (video ahead-of audio-english) = 80 ms 
2. rnax skew (audio-english aheadof video) = 80 ms 
3. rnax skew (video ahead-of audio-spanish) = 80 ms 
4. rnax skew (audio-spanish ahead-of video) = 80 ms 
5. rnax skew (audio-english ahead-of audio-spanish) = 160 ms 



6. max skew (audio-spanish ahead-of audio-english) . = . 160 ms 

' 1; tbe following step a~;'s&tof linear indeiehdeit syn&rcinization-requirements.can.be chosen . . . . .  
to be used as it may be the following set. 

rnax skew (video ahead-of audio-english) = 8'0 ms 
rnax skew (audio-english ahead-of video) = 80 ms 
rnax skew (audio-english ahead-of audio-spanish) = 160 m s  
rnax skew (audio-spanish ahead-of audio-english) = 160 m s  

In Summary, the above sketched procedures allow to solve two related problems: 

If the applications impose a set of related synchronization requirements o n  a multimedia 
system , we are now able to find out the most stringent demands. 

If a Set of individual synchronization requirements between various data strearns is pro- 
vided, we are now able to compute the required relationships between each individual pair 
of streams. 

Both issues arise at non-trivial systems when estimating, computing or negotiating the quality 
of service as it is outlined in the next section. 

8 Synchronization Quality of Service 

The control of synchroniGtion in distnbuted iiiultirnedia systems requires a knowledge of the 
temporal relationship between media streams. The result of this stud; is of service to this man- 
agement component. Synchronization requircments can bc cxprcsscd by a quality of servicc 
(QoS) definition. This QoS parameter defines the acceptable skew within the involved data 
streams, it defines the affordable synchronization boundaries. The,notion of QoS is well estab- 

. . . ' . lished in'corpmunicati6n-systims, in the context ofrnultimedia, it also applies- 1ocal.syitems. - :, . . . : .  
. .  . If the video data .,.,... js to,be . . . presented . s@ultan~,yslytq . . .  some audio and,, both are .. . .  . s'toredas,'differ-' . .  . ... . . . ' . . . ,.. . .  , 

ent files ;ras' different entries. in a ditahase, l i p s y i c h r 6 ~ i ¿ a t ~ ~ a c ~ d i n g  . . .  . . to thii:äbov& men- , : 
tioned results has to'be taken into account. ' . 

In this context we want to introduce the notion ofpresentation and production level synchmni- 
zalion: 

.. . 

~ m d d t i o n  levkl synch~nization referi to the Q Ö S  tci begua&nteed pribrtothe pr"sentation % 

, ' 

of the data at the User interface. It typically involves the recording of synchronized data for 
. .  . a subsequent Playback. n e  stored data.sbould:be captured arid recorded with no skew at all, 

.. . -.i.e. it:is a~hieved:tot~lly "in sync'?. Tbk is of particular interest if the file is :stoied in h i '  ' L. . , . :- 
interleaved format applying multiplexing techniques. Imagine a participant of an audio- 
video.conference who additionally records this audiovisual data to be playbacked later for a 
remote spectator. At the conference participant's site, the actual incoming audiovisual data 
is 'in sync' according to the defined lip synchronization boundaries. Let the data arrive with 
a skew of +80 ms and let audio and video LDUs be transmitted as a single multiplexed 
strearn over the Same transport connection. It is displayed to the User and directly stored on 
the harddisk (still having this skew). Later On, this data is presented simultaneously at a 
local workstation and to the remote spectator. For a correct data to be deliverable, the QoS 
should be specified as being between -160 ms and 0 ms. At the remote viewer's station - 
without this additional knowledge of the actual skew - it might turn out that by applying 
these boundaries twice, data is not 'in sync'. In general, any synchronized data which will 
be further processed should be synchronized according to a production level quality, i.e. 
with no skew at all. 



The whole set of experiments discussed in this report identifies presentation level synchm- 
. . nizaiion, it &fines. whgever is reasonable at the user interface. .lt .does not take into'accouqt 

any further processing of the synchronized data; presentation level ~~nchronization focuses 
on the human perception of synchronization. As shown in the above paragraph, by record- 
ing the actual skew as part of the control information, the required QoS for synchronization 
can be easily computed. Therefore, in advanced systems, data may also be recorded 'out of 
sync' leading to an 'in sync' presentation. 

image 1 overlay I +I- 240 rns I 
non overlay 

overlay 

non overlay 

QoS 

+I- 120 ms 

+I- 80 ms 

audio 

Mode, Application 

correlated 

lip synchronization 

Media 

animation I event correlation (e.g. dancing) 

video 

audio . 1 tightly coupled (stereo) 

animation 

audio 

. . . . .  .,. music). . . . . . '  

iin'age tiglitly 'couppled (e.g. music'with ' 
notes) 

I loosely coupled (e.g. slide show) 

. . .  text .: .: . . .  
' . , - ted.annotation ' . : 

. . 

' pointer . . . audio relates to showed .item 

1. pointer ahead of audio for 500 ms, pointer behind audio for 750 rns 

. . .  
. . . . . . .  . . . . .  . 

The required QoS for synchronization is expressed as the allowed skew. The QoS values 
shown in Table 1 relate to presentation level synchronization. Most of thern result from 
exhaustive experiments and expenences, others are derived from the literature as referenced in 
the Paper. To our understanding, they serve as a general guideline for any QoS specification. 
During the lip and pointer synchronization experiments we leamed that there are many factors 
such as the distance of a speaker which to some extend influence these result. We understand 
that this whole Set of QoS parameters as first order result to serve as a general guidance. These 
values may be relaxed using the knowledge on thc actual content. 

. . .  ... - .  . . . . . . . . . . . . . . . . . . .  . . . .  . . .  . -. .'. . . 

~ a b l e  1: Quality of Service for synchronization purpos 



9 Perception of Jitter . . . . . .  ' 

'So far Ge hhae. a l ~ a y s  lböked at.iynchronizition is bking "jnterheam synchronizationk, i.e.,. . 
at the relationship between LDUs of two or more different data streams. However, synchroni- 
zation is also irnportant in the context of "intrastream-synchronization", i.e., denoting the rela- 
tionship between LDUs within one data stream. 

In any distributed system we experience a delay between a packet being sent at the sender and 
the Same packet being received at the receiver site; this is known to be the end-to-end delay. In 
asynchronous networks this delay varies. Jitter is defined to be the maximurn difference 
between end-to-end delays expenenced by any two consecutive packets [ZhKegl]. Hence jit- 
ter irnplies a varying packet (and LDU) rate at the receiver. This notion can be easily adapted 
to the human perception environment: Jitter can either introduce gaps in the continuous play- 
back of a data streams (it intempts this playback) or it shortens the playback of some LDU (a 
group of audio samples or a video frarne). 

Until now all multirnedia systems try to avoid any jitter in audio and video data streams; all 
mechanisms are conceived for a complete error-free continuous media data presentation at the 
User interface. However, the User does not perceive all errors to be very serious and helshe may 
even not perceive some at all. Therefore, we looked at what a User really perceives as being an 
error-free data presentation while the presentation itself contains some kind of temporal error. 

Jitter in packetized audio transmission is cornrnonly addressed by buffering at the presentation 
.site, i.e., at the receiver. The first packet is artificially dclayed at the receiver for the period of 
the control time in oi-der to buffer sufficicnt packcts to provide for continuous playback in the 
case of presence of jitter. 

In the case of playing,audio; and in particular voice, all out- experiments showed that glitches 
. . ' are'imrnediately . :  .detected,by any listener if .audio .or voice is played back 'at that specific . . 

. . . . ,  . .  . . . 

. .  . 
. . . . . . . . . . .. - . ,;ilefice, mornent..~o~evkr,. i ~ t e n ; a ~ ~ + n ~ f  voice perOeived,as~err~, da@ . . is. known .tg bi.:ctie cbnsi'st iisiener. .of talkspurts:and since talkspurts silenke.:$eriods. are genkrally Jitter isO-. i n  ' . ' . .:, . ,. . .... ,:.. 

, . . . 
. . .. . . . . . 

- . lated from each otherby relatively Iong si'lence periods,voice pr&tocols typically impose the 
' 

. ' 

control time on the first packet of each talkspurt. There the slack time of a packet is defined as ,, 

the time difference between its arrival time at the receiver and its playback time [DLW93], 
which is the point in time at which playback of the packet must begin at the receiver in order to 
achieve a zeregap playback. schedule. for the  talkspurt: Due to jitte$ a packet may. &ve . : . . 

before.or afier its playback time. In the former.case, ttie packet is placed in .a queue, the packet " 
. . voice receivei- queue, until it is due for playback. In the.l.ater.case, a gap may have occurred 

. . , .. . 
. . 

. . .  . . ' , . - and the p k e t  is playedimmediately. ; . . . .. . .. . ' . . .  . : . . . . . . ' . . , . . . . . . 
. . . . . . , . . . .  . . ' .  . . . . .  

In video systems jitter is typically avoided by introducing a frame buffer at the receiver and 
keeping the jitter within the boundaries of the size of the frame buffer. Due to the waste of stor- 
age for the establishrnent of a jitter-free video playback based on asynchronous cornmunica- 
tions in most practical implementations at most two frames are buffered at the receiver. With 
the European 25 fps this introduces an additional delay of 80 ms which mean a substantial 
increase of the roundtrip delay. For dialogue applications these 160 ms must be added to all 
other delays and finally it results in non-acceptable values. Hence, either most communication 
shall be isochronous or we need to be able to cope with some jitter. Until today all approaches 
tried to avoid jitter at all. However, such a video jitter is not always perceived by the hurnans as 
being considered faulty. 



Looking at lost, late or compted frarnes (as LDUs) in a video sequence, we can distinguish 
. tlrree kinds of recovery mechanisms: '. . . . . . .  . . . . . * 

In the first most sophisticated case we can try to "expand" the .surrounding correctly 
received frames by presenting them for some longer time (see Figure 11). This is certainly 
the best way as the viewer will not notice the discontinuity if many frames are just pre- 
sented for a fraction of time longer than the regular fiame. However, this method is not of 
practical value with the current video technology: There we always encounter well defined 
frarne rates and we can not adjust just one window to have another frame rate than, e.g., 70 
Hz. 

Figure 11: Expanding each frame 

As another technique one framc can just bc doublcd (sce Figure 12). This is possible and the 
experiments showed that this is a good way to recover from lost video data. 

I ' . I  I ' I '  I I I I I I I I I I ' I  
t0 t ' 
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t0 . .  t . . 

' . .  . ' .  . . .  . . . . .  . . . .  . . .  . . . . .  . . .  . . . . .  .; . . . . . . . . . . . . .  . . . .  : . .  . . . . . .  . . . . . . . . .  . . . . . . .. . . 

Figure 12: Continuing the data streamby doubling a frame 

The most common method is just to drop the compted frame and to continue with the next 
frame (see Figure 13). Initially we thought, that this is the worst solution. However, we did 
not found a significant difference by showing people the doubling technique shown in Fig- 



ure 12 or this approach as shown in Figure 13. 
. . . ' . . . .. . . .. . . . . . 

Figure 13: Continuing the data stream without doubling a frame 

It tumed out that the most important influencing factor is definitely the speed of objects in the 
image, i.e., whether there is a discussion with sitting participants in front of a static background 
or a car race going On. 

lnitially we thought, the faster the image is moving, the easier the recognizable jitter will be. 
That is not completely tme: Only with very slow motion objects in front of a static background 
this is correct. Very slow means that, e.g., an object moves from left to right in 5 or more sec- 
onds. On the other hand jitter of domain can also be tolerated for scenes with very. fast rrioving, 
objects in fiont of static background, e.g., a tennis ball 'in'a tennis game. . . 

Hence jitter can be tolcratcd at thc chancc of sccncs or if we encompass only a very fast or a 
very slow movement of the objects in front of a sta~ic background. At the change of Scene we 
can easily drop up to 15 frames. .Between 2 scenes we may introduce up to 3 black frames . . . 

. . . , .  . . whkh will not be noticed by the viewer. niis,resulfs i ah  beused.as:( 1)The advancesin video; .. ::: . . .. . .. .. 

.. . ' . . . :  i a rs ib i  rnakes US. believetliat y e  'will: sobn be ab.: to identie mges , :b f  icqqe~, idreal thq , , . ... ' . 0 .  . .  . .  . ,  . . ., . , . . . .; .. . . 
. . [ ~ ~ ~ h 9 3 ] ,  and (2) we will als? well be able to .detect . "ery . ~1'ow.atid very fast rnotion in scenes - .  

. . 
in real time in the ftiture. 

Jitter can also be Seen in the context of pointer synchronization. Jitter of pointer data irnplies 
some discontinuity in the display of the pointer at a remote screen, which can certainly more 
easily be tolerated than jitter of audio'or video data. . .  . . . _ . .  . . . . . . . . , ,  

A is used in CSCW sharedwindow application in two modes: . . 
. . 

.. . - . The u$er just wants to show'a- -certain object in- the .respective yindou! by positioning the .- ' .  . . : . . . _ <  

pointer on top.of this object. skbsequetkly the User miy als6 &sh a bution in &der to $er- 
form some operation on this object. In such an application it is important that the viewer 
easily locates where the pointer is at any given moment. This can best be supported by hav- 
ing pointers with appropriate size, color and shape. 

The pointer is used to show a specific path on the shared window. E.g., the remote.pointer is 
used to describe a route on a map. Another example is to show how a grabbed object is 
dragged along a certain path and dropped somewhere else on the screen. In any case it 
should provide the User with the illusion of continuous movement. 

In the first case we found out the most shorten intervals of how long we typically retain the 
pointer on some object is about 100ms. Hence 10 pointer updates (with at most 10 changes of 
pointer location) per second are sufficient for providing the illusion of error-free operation. 



The second scenario is more challenging as we need to experience the User feed back for this 
ill.usion of contifiuity.and we need to find oat how many coordinates wemay miss and it will . :. 
still be Seen as a continuous movemknt. For this second scenario initial 'experiments haSe 

, 

shown that not more than 15 pointer updates per second are required. 

As our envisaged application of these results, the knowledge of the skew (without any jitter) 
provides the means to adjust the buffers and control algorithm at the call set-up phase of multi- 
media data connections. 

Also it iS taken irito account whenever an error.on one of the two path occurs: Let us assurne 
that so far there is no skew at the receiver. Then a packet at the the video channel is corrupted 
and one frame can not be recovered by the included forward error correction mechanism. In 
order to make this error less serious we want to keep the audio data to be a continuous stream 
without any gap or skip to be done. As the consecutive frame is already at the receiver, the 
playback control algorithm can irnrnediately display this frame with a skew of 40 ms which 
will not be perceived by the user. Having introduced a non-zero skew, with the notion of where 
jitter will not be detected by the user, we can reset the skew to be Zero without the viewer 
detecting it at all; i.e. at the end of a video Scene or at an audio silence interval. 

The notion of where we can tolerate jitter allows for the smoothing of long term changes of 
rate on the receiver site without any interaction with the sender. Let us assurne the clocks of the 
sender and several receivers are not controlled by a central instance. Then even with very accu- 
rate clocks after a certain time of, e.g., half an hour, we may encounter a difference of 33 ms 
which means that either the receiver buffer tcnds to Cross the low water or a high water mark. 
At this point it would be nice to either introduce an artificial gap of one frame or to skip one 
frarne, With the notion of jiker perception as,described in this section we now know that .we . . 

ein do this, We j&t rieed to decide (depending on the content of the video afid a u d b  data) , . .: .,. 
. . .  . . . .  . . .  . . .. where to perform it. ..: . . . . . .  . . . . . . . . . . 

. . .  . . . . .  . . . . . . . .  . . .  . . .  . . 

. . 
10 Some Final Remarks 

In local systems resource management is oflen easier to provide because there are sufficient 
resources'or it is a singleuserconfiguration. In networked systemsi wk"enc6unter a plethoraof, ' 

. . . .  

concurrent processesmaking use of the same!scaree resources. A skew between media easily .. , 

. . . . qises..Synchronization QoS.parameters allow the Guilders of distributedmiiltimedia &d com- 
. . . .  . . . . . . . . .  . . . . . .  

,. . munication s y s t e k  :ta make ~ & . a f  the~af%rdab1:&~toleraii~es. : . : .. . . .  . . . . . . . . . .  . . . : .. . I . _  . 

This paper provides a set of quality of service values for synchronization: It is a feather in our 
cap to reach results for wide range of media synchronization with extensive User interface 
experiments. The enforcement of which remains to be a different item which already has been 
addressed in seve.1 systems with dedicated synchronization system support or appropnate 
resource managernent components. 

First of all I would like to acknowledge the enthusiastic work done by Clemens Engler: We 
spent hours and nights of controversial discussions on the expected results, the influencing fac- 
tors and the design of the experiments. Clemens Engler also camed out most of the experimen- 
tal work. Martin Engelhardt has started with the detailed evaluation of all jitter related 
experiments. Wieland Holfelder helped in producing the basic video material, and I would like 
toacknowledge the patience and accuracy of all our test candidates. Roger Dannenberg, CMU 
Pittsburgh, provided many valuable hints conceming jitter of audio samples and synchroniza- 



. tion related to music. Ralf Guido Herrtwich provided ,many valuable comments for the final . . . . 

version of thl Paper. Thank you.' 
' . .  . . 
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- Appendix A: Detailed Results 
. . 

. . . . . .  . . .  In the foilowing, the w h b l ~ ~ e t  of results is pre&nted b;y sho\ving the &cumulated answ&s to 
the questionnaires. We distinguish between three different views, (1) the 'head view', (2) the 
'shoulder view', and (3)' the 'body view'. 

Correctly Detected Errors [%I 

- - -P 
P- - 

....... ....... ........::.. ....... . . 
. . . . . . .  .:.:.:.:.:.:.: .*>;:C<.:. 

S kew [msec] 
....... ....... .............. ....... ............. correct ....... don't know %;$;H 

. . . .  . 
, . . . 

. . . . 

. . .  Figure 14: C o ~ e c t  detecti~~ofs~nchronizition errors at hcad view ' .. , ' ' . . 
. . . . . . . .  . . 

' ~ k f t  Part, negative Skky: video ahead o f  audio; right patt. positiveskew:video behind aGdio ' . 
. . . . . . 



. . . .  
' Correctly Detected ~ k r o r s .  [%] . ... . . 

W 

-320-280-240-200-160-120 -80 -40 0 40 80 120 160 200 240 280 320 
Skew [msec] ........ ......... <:...:.:.:.: ....., 

:. ..;:.:(.' ....... correct $$ don't know g$$$ incorrect ....... 

View: Shoulder 
Figure 15: Correct detection of synchronization errors at shoulder view 

Left part. negative skew: video ahead of audio; right part, positive skew: video behind audio 

....... . . . . . .  ............. ;p ........... ....... .......... /.: . ,,.; correct ....... ........... :.:.:.: don't know incorrect S kew [msec] 

firn: Body 
Figure 16: Correct detection of  synchronization errors at body view 

Left part, negative skew: video ahead of audio; right part. positive skew: video behind audio 



......... :.:.: 
iiii~iiii ....... annoying. %$$$ indifferent acceptable Skew [msec] 

I Mew: Head - 

Figin-e 17: Level of Annoyance at head view 
Lefi negative skew: video ahcad of audio; right part, positive skew: video behind audio 

. . 
. . .  . . .  

. . . .  
Level ~ f , A n n o y & k  [%I . . . , . . 

. . 
... . . . .  . . . . . . . .  . . 

. . 

......... ....... ...... ....... .>:.:.:.:.> ........ 
:::;.:::.::: annoying .......... ... . ... indifferent 1%P acceptable I .:<>:.'.<.<. ,.,, 

S kew [msec] 

View: Shoulder 
Figure 18: Level of Annoyance at shoulder view 

Left part, negative skew: video ahead of audio; right part, positive skew: video bchind audio 



.............. 
.L........ :.: ....... :. .... 
.:.:.: ........ annoying . @ indifferent @@ acceptable 

S kew [msec] 
Kew: Body . . 

Figure 19: Level of Annoyance at body view 
Lefi Part. negative skew: video ahead of  audio; right part, positive skew: video behind audio 
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Appendix B: Questionnaire 

Th; questi&iaiie coritained the folloking set'of questions which provideä the b i s i~  for this . 
analysis. Question 2 and 3 had to be answered on a single choice basis. 

@ While watching this video clip, did you detect any artifact or 
strange effect? 

If so, please t ry  to describe it in a few words. (h) 

If you detected a synchronization error please proceed with the 
following question @ 

(othenvise, watch the next clip and proceed with the first question) 

0 
Are you able to identify if audio was ahead of or behind the mov- 
ing pictures? (%) . . . . 

i . 
a) Yes, I identiw audio to be played ahead 

of video 
o u  

. .  b) Yes, 'I i d e n t i ~  . . audio to be played behind . . .  . . . . . .  D; .. 
video . . . . 

. . . . . . 

j NO, I notice thkt audio is out oi&c with' . .  . . 

- .  . . . . .  
respect to video but, I am not' sure if 
audio is played aheäd of or behind video. U 

0 . . .  . . . . . . . . . . .  . . . . < . '  . . , .. 
. . .  . . . .  You.,.noticed a ~ynchronliia€ion.,err~r., . . . . . . . .  . . r . .  . . . . . . . . . .  . . 

How would you qualify this error.if you''have.to watch allyour 
programs with .such an error? (%) 

a) I would not mind, the error is acceptable O D  
1 b) I dislike it, the error is annoying o .U 

C) I am not Sure if I would accept such an 
error or if I would really dislike it 

GD 

Please proceed to watch the next clip and return to the first question. 



Appendix C: Sequencing of Clips 
. . .  . . 

, The followiog Table sbows the sequeocing of clips as performed in the . lip . synchronis~tion 
' experiments. . 

1, Seguence I Head 1 Shoulder 

Table 2: Ordering of the Probes 




