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Abstract

It is often believed that with the mere knowledge of the
kind of media, ‘e.g. “speech”, the system and specifically
the cornmunication requirements of a distributed multi-
rhedia apphcatlon are automatically fixed. In general this

asstmption is wrong. As a matter-of fact, certain tech-

nology aspects including the kind of media, coding, and
compression techniques are of primary relevance. Ilow-
ever the specific apphcatlon $ functlonahty imposes fur-
ther requu‘ements , ..

multimedia ‘applications which is used for the description
of such applications. Tt allows for the retrieval of some
commumication requirements, and it can be used to
structure the described application. This model was cre-
ated within and used for the development of an
-audio/video distribution service as application of the

.. HeiTS .(IBM ENG " Heidelbers - ngh'Speed Transportm i, et wser intoriace papdigme, and the

-System) prolect in Hc;de‘lberg ”

1. Introductlon

" Today" dlgltal networks’ Sﬁch as lSDN whmh mtegratc' !

~different services are available.- - However apphcatlons
_ with added values are still rare. The reason is.pot just a
mere mistake or misunderstanding of the users’ need, but
from a network architecture layered point of view, tech-

_ nology at lower levels seems to be ahead: The data rate '

of networks is larger than cost-effective adapter technol-
ogy can consurnc as a whole. In [29] even LAN and
MAN classes of several g:gabites/s up to terabites/s are
anticipated. The situation, is even more dramatic at higher
software layers where some services may be executed by
the main CPU of the workstation. On the other hand
operating systems are still not well-suited for audio and
video data transfer [16). To overcome this well-known
application dilemtna several company specific and ex-
ternally funded projects especially within ESPRIT,

RACE and DELTA currently deal with applications for
high-speed networks.

A frequently raised question is the following: What is the
use of “high-speed”? Our answer is that in addition to a
fast file transfer, the integrated communication of audio
and video is proyided as.the added value {see [32]). We:
understand’ multimedia according to the following defi-
nition [16; 35; 39]: A multimedia system is characterized -
by a computer-controlled, integrated processing, storage,
presentation, generation, manipulation,. and communi-

- cation of mdependent information. of time dependent‘ "
: . .(c;on_tmuous) and time indépendent (discrete) media. o

In this paper we present a new model for dlstrlbuted T ' R I . ST

- Today’s interest of system' architects and developers in

multimedia applications and interfaces is twofold:

s  Application’ developers want to abstract from the
available physical dependencies and the multitude

. of multimedia devices {38]. Key issues are the treat-
ment-of audio-and video dn existing and- navel envi--

- _descnptlon of dlstnbuted rnultunedxa apphcatlons :

. '_From the descnphon of the .application, syslem -

..and communication systein — developers want 0.« - -

'_'. retrieve the requirethents for ‘the underlying compo-. -
- nents, In a detailed apalysis of application scenarios -

~ -and classification schemies such as [3; 6; 15;:31] wé".

found out that .services are enumerated and cormn-
munication requu'ements extracted. It is a fact that -
the telephone service requires 64 kbps, a one way
end-to-end delay of 600 ms and isochronous data
transfer mode. Does the same apply, eg., for a
telephone with variable bit coding as part of a joint
editing session? Posing such a kind of question, we
felt that some parameters heavily depend on tech-
nology aspects and others on the application’s con-
text.

With this work we want to present a first step towards a
solution for both above mentioned areas: The model de-



scribes apphications, some of their communication re-
quirements, and allows for the retrieval of some
communication requirements, and can be used to struc-
ture the déscribed application using object-orented tech-
niques. This model was created within and used for the
development of an audio/video distribution service as
application of the HeiTS (IBM ENC Heidelberg High-
Speed Transport System) project {17; 14].

Previous work showed the dependency of the communi-
cation requirements from the kind of media [40], CCITT
service class [1], and from applications within different
service classes [42]. Qur work can be regarded as a
follow-on.

In the following section we present a short discussion
about media and the state of the art concerning the deri-
vation of communication requirements. We developed
a model with five levels of abstractions which are subse-
quently described. In a final section, some aspects of our
actual implementation are presented.

2 Some Communication Requirements
gund on the Application’s Context
Int

section we focus on some communication ori-

ented system requirements: Within the trafflic mode we

. distiriguish thie isochronous, the sypehrenous and the -
asynchronous mode: Fath packet ‘communicated using .

the isochronous traffic mode must be délivered within a
well defined time interval. The synchronous mode assures
packet delivery before a specified end-to-end delay. The
-asynchronous mode may only assure an average
“throughput for many packets. .In order to cover muiti-*
- 'media aspects; we address the communication parameters
going bcyond the OSI sPemﬁcatlons Particularly the”
throughpat in terms of a guarantee is of central impor-
tance for audio and video. Some application rely also on
a guaranteed end-to-end delay (transit or. round-trip) and

streams is important and must be taken into account
{22; 34; 37]. The consideration of various data streams
together imposes also néw requirements towards call
managements [15]. High-speed networks open the po-
tential for “computer-supported cooperative work” ap-
plications applying multicast techniques at different
levets [10; 30].

Let media be the following set: \

M = {text, graphic, image, video, audio, ...}

At certain levels of abstraction media appears as a com-
bination of other kinds of media, TV-data is a combined
audio/video data stream.

With respect to the time domain, multimedia systems
deal with two categories of media [16; 35; 39]:

¢ Discrete or time independent media such as text,
graphic and image are cosidered to be the tradi-
tionally known media from the computer science
perspective. Processing of discrete media has no
real-time demands. In general, this kind of media
leads to the use of reliable transmission and a certain
average throughput.

¢ Continuous or time dependent media like andio and
video include real-time requirements. An audio
packet arriving tqo late is of no use in a conversation
supported by a 1e!cphonc application and can be
discarded.. Other time-critical ‘data relates to, eg.a
shared pointer in a workstation conference. - The
main conununication requirements cover guarantees
of throughput and end-to-end delay. For uncom-

"~ -pressed continugus media communication, often. er- .
- rars may be to]crdtcd S - -

In a first approxuna.tlan it is uscful to dcnve some values . .
for the different communication requirements- as de-
scribed above, done eg. in [18; 40] and showr in
Figure 1. In [20] the pure media-oriented view is mixed

request certain error handling (rcliability) {12].. For with some 'services distinguishing, e.g., audio, voice,
multimedia additionally synchronization of various data  clectronic mail and facsimile.
" L Video S R
o Volce_ — - Data ‘
v -- ~ Uncompressed . |- - Compressed - : .
Information rate . 16~64Kbls ~100Mb/s -~_1 SMb/s 0 2~10Mb!s S
Packet delay | ~250ms - 7 | ~250ims " %250ms et o e e e
Fluctuation of. i0ms-order =~ | 10ms-order . tms-order 1ms-order - ‘ S
packatdelay .- .. .. . A e b
" Packet loss 102 102 - 10-1 10-M 3
Figure 1. First approximat.ion: Some communication requirements in, relation with lﬁe medivm {40] :

With the knowledge of the medium and its requirements
at the level discussed so far, it is often mentioned that
audio or video in a conversational service necessarily re-
quires isochronous data transfer mode. In general this is
wrong' In order to avoid glitches (in the case of audio) a
maximal transit end-to-end delay (from source device to
sink device) must not be exceeded. If data armives too
early and sufficient buffering space is available, a constant
data delivery rate at the sink can be guaranteed.

Isochronous communication reduces buffer requirements
and therefore is cost effective especially for high-quality
video signals and longer end-to-end delays. Resuming,
the synchronous mode is required, whereas an
isochronous mode 1s helpful and often convenient.

As discussed in [1; 2] such a first approximation does of-
ten not apply 10 all applications to the same extend. With
respect to the tolerable end-to-end delay, eg., itlis com- |



pletely different if voice is used i a conversational or re-
trieval service. Applications can be grouped in categories
according to the CCITT classes of service [6; 7] (see Fig-

. wre 15). -Similarities within"this groups can be used’'to ~

derive common requirements [1].

However applications within the same service class may
have very different requirements such as the high-speed
telefax and a.telephone service. The great diversity of
CCITT services and application within the individual
CCITT service classes leads to a great variability of
communication requirements. Therefore three groups of
performance criteria can be distinguished {42]: Delay
sensitive, loss' sensitive, and delay and loss sensitive. This
classification does not cover the crteria we want to dis-
cuss and it is very coarse. A service has to be treated
within its context; coding and compression has to be
taken into account. High-speed networks capable of
communicating multimedia information support the
trend to more interactive distributed applications enabl-
ing capabilities of different service classes within the same
application. Therefore it is difficult to classify applica-
tions such as distributed tutoring or joint editing accord-
ing to the CCITT scheme.

In the following we present a model with five levels of
abstraction which takes into account the application’s
context, the system strycture, and the .used technology.

At the most abstract.level, basic functions describing the

.generation arid consumption .of different kinds'of infor-
mation are identified. These functions are combined to
types of functional units. At the next level kinds of media
are related with them. An application combines several
functional units @nd defines the context. At.the place-
ment. process locations are associated. “In the foltowing
- settion we wﬂ] start “with {he descnptxon of the basw
'functlons L B

Lo
o

3. .Identiﬁcat'ion of Basic Functions-
For the analysis of applications and the derivation of
their communication requirements at the most abstract

level we have identified four disjoint basic functions. Two -

- related -to data ‘generation/capture -and-the -other..two'
- dealing with data d;.l_iyerglpresentatippllstq_rage;. S

: 1 S

Basic functions:
information generation,
"slorage

Figure 2. Persistent and nonpersistent

presentation and

The information capture and/or generation shown in
Figure 2a has the fundamental property of handling
unique (not recoverable) information: This information

can not be directly influenced by the appljcation process
with operations like “stop” “replay”. Typically this
information is derived from the surrounding of the com-
puter as it may be the voice “generated” by a’ video-
conference user. But also processes within the computer
generating  deliberately unpredictable results such as
within some simulation and animation processes belong
10 this category of generation of nonpersistent informa-
tion. From the operating system point of view the infor-
mation is read from a device like a camera, microphone,
keyboard or process. The system reading the information
must guarantee the required throughput for the data
transfer. The flow control is determined by the process
of nonpersistent information generation and the available
buffer space. Even with additional knowledge about
coding and compression techniques used, still both, syn-
chronous and isochronous data transfer may be used as
long as the peak data rate for time dependent media is
assured. At this level of the model, the data delivery
function is not determined, i.e., the choice of synchro-
nous or isochronous traffic mode depends on the buffer-
ing capabilities and real-time behavior of the system.

The second type of input data denotes information which
is “predictable” as shown in Figure 2b. This information
allows for operations like “stop/go" or “replay”, because
the process of data generation can be started again or the
whole information is stored somewhere. Data processed
and presented. by retrieval Systems such -as videotex is

“typically ‘storcd on’ large. file* servers “and coiriprise- this

basic funiction dealing with the generation of persistent
information. lo multimedia environments persistent in-
formation is often rctrieve,d from optica.l memories

Most applications - mclude the presbnlatmn of pers:sten’t

~dnd nonpersistent information” {see Figure 2%). This
. presentation covers the various media.including audio " . -
and video. A video-telephone service has four presenta- . -

tion functions, for cach user audio and video delivery re-
spectively. As data presentation for audio and video must -
be “continuous” the information transfer towards or
through the presentation component has to allow for a

. guaranteed throughput accordmg to the quaht)t, codmg .

and GOmpmssrocn agreed upon. -

As shown'in Flgufe 2d'the fourth basic function relates” T

to the storage of data. Only long-time data storage is

- considered and not any buffering within- the data-paths.. :

If an application uses this function the primary require-
ment on the system is reliability. If the information is

" stored it may be used later ‘ot for furtlier processing by - - *

other applications and should therefore be, in general,
free of errors. Nonpersistent information is converted to
persistent information by the process of storage.

All basic functions can, but must not, be associated with
specific devices such as cameras or disks: We do not op-
erate on device level. The functions describe the behavior
and the characteristics of the information generation and
consumption. Persistent p and nonpersistent —p infor-
mation generations are the inputs / whereas presentation
and storage are the outputs O of the information flow:

L:= {p,-~p} O:= {pr, st}



All four basic functions are media specific after the proc-
ess of composition to functional units. If many different
kinds of media or various distinct functions with the same
kind of media are part of the application, the same basic
function appears many times,

At this lowest level of the model we are not able to
identify any type of requirements with respect to, e.g., the
end-to-end delay of the information. This requirement
does not only depend on the media and basic function,
additional knowledge is required.

4. Composition of Functional Units

Using the previously introduced basic functions now we
are able to combine them towards functional units Fu.
Such a functional unit comprises cxactly one source and
exactly one sink:! Sources may consist of one or two
types of input, while sinks have one or two types of out-
put. The composition of basic functions to functional
units introduces a data flow of the medium/media asso-
ciated with these functions. If an application requires
many similar basic functions or a bidirectional flow of
information, at the configuration and placement process
(see the following sections) the application is modclled
by assembling various functional units. This also means
that various devices may be mvolved

. With the funcuonal units-a set of apphcablc operanen are

assoCiated. In the model thiese operations apply to the
functional unit as a whole. In our prototype of a dis-
tnbuted multimedia application we use an object-

oriented approach. Unit types are implemented as elasses,
-, the correspondmg operatlons are the class spe.c1ﬁc meth-
©oods. T .

' Functional Units.with a Smgle Input and a -
Single Output Function’

D ﬂﬂlttypii . REERES ‘.urﬂtiyp'-.lz T
| unlt type 3 unit typs 4
Figure 3. Elementary functional - - units:
il 1= ({phipr)  w2:= ({—p)dsd)
utd := ({p}.{pr}); wd := ({p}.{st})

-———

As shown in Figure 3 the functional unit type 1 repres-
ents the process of capture and presentation of nonpeér-
sistent * information. A typical example -is a
person-to-person audio information transfer application
wherc the speaker talks at the source into a mucrophone
generating information in real time while a second person
listens at the sink. If continuous media is involved in the
information flow within this unit type 1 then thréughput
guarantees are necessary, synchronous or isochronous
mode is required. For discrete media without any re-
lationship to other information (synchronization) the
asynchronous traffic mode 1s usually convenient,. Man-
datory operations for this unit type are “activate” (initi-
ates the actual data transfer) and “deactivate”.

Within the functional unit type 2 nonpersistent informa-
tion is “converted” to persistent stored information. The
user usually tolerates no or only very few errors in stored
information (in contrast with the presentation of such
information). The only requirement is that the system
must be able 1o capture, transmit and store the informa-
tion as fast as it is demanded by the information capture
process. This highly depends on the media: It is, eg.,
easier ta store the strokes of a keyboard than to capturc, .
dlgmze and storc video in IIDTV qua.hty

Thc functlonal unit typc 3 in F1gure 3 can lyplcally be'
used for the modeling of a retrieval service like videotex
where an user located at the sink tnay interactively con-

-trol the sourcé. The control may cxphcn]y be modellcgi _

by operations - such as “stax:t" “stop” and “rewind”. .

. -distussed at the previous’ functiohat Unit type, the mam'- g
- Tequirement 1s 10 extract, ‘transmit and present informa-

tion as fast as it is re_qu1red by the presentation process. -
In the case of continuous media the involved devices and
communication paths must provide real-time capabilities.

_ . .The functional unit type 4 in Figure 3 describes thc typ- ..
" ital-pait-of a file ransfer .application.. Commumcatlon'--’:._ o
" requirements are primarily independent frem' the kind of - -
.. .. media, there - are 1o requirements related to dclay or . -
o throughput
. transfer. for error free transmission of information. The -
preferred traffic modc is the asynchronous mode.

In most cases an application requires a file

. These four - previously introduced f'uncnonal Gnits ars

*elementary”. They determine the esscnual system and

_ communication requirements for the remaining five pos-

sible functional units.

Functional Units with a Single Input and Two
Output Functions

I According to the German translations of “source” we choose the abbreviation @ (Quelie) and for the “sink” lwe use S

(Senke).
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unlt typ;e 5 unit type 8

Figure 4. : w5 := ({=p}.pr. st});
w6 = ({p}.{pr, st})

As shown in Figure 4 information presentation and
storage is combined at the sink. These processes may
occur simultaneously or sequentially.

Consider an application of listening radio and recording
music on demand which is shown as functional unit type
5. Reliability is needed because of the storage function,
real-time charactenistics are required due to the contin-
uous media presentation function.

The following formula does express that sources ¢ and
sinks s of the functional unit types 1 u¢1 and 2 w2 are the
components of a unit type 5 w5:

wth = (uwtl.quut2.q, utl.sU u.s)

. Funetional unit type.6 combmes the functions of unit |
type 3 and ‘4 (see” Figuie 4). The™ communication e-

qum:rncnt ‘of unit type 3 are stronger than those of unit
4, i.e., for persistent information generation, presentation
~of information is dominant compared with storage: Unit
» type 6 has the same requirements as umt type 3,

b = (ut3 q U uid.q, ue3 L U ut4 5).

: .Functlonal -Units with-Two Input and One '
QOutput Function

"'l'""'-'."-h

. unittype 8

unit typa 7 . -

.Figure 5, : w? = {{p, =p){pr})s
- w8 = ({p, ~ph{st})

Figure 5 shows the functional units type 7 and 8 where
persistent and nonpersistent information is generated to-
gether.

An example of the functional unit type 7 is television
broadcast. The source may be a news speaker comment-
ing an audio/video sequence which is simultaneously or
afterwards sent. At the sink the information is presented
as one integrated data stream. At TV on demand a user

may request certain video sequence from the persistent
information generation function. The respective commu-
nication requirements are those from the functional unit

.. type 1 and 2 together.

wul? = (utl.qUutld.gq, utl.sU utl.s)

The receiving side of a message handling system is an
example for a functional unit type 8 as shown in
Figure 5. Apart from reliability the communication re-
quirements are determined mainly by the functional unit

type 3.
w8 = (wt2.q U utd.q, ut2.s U utd.s)

Functional Unit with Two Input and Two
Output Functions

unit type 8

Figare 6. ur9 {{p, -rh {pr, sl})

Figure 6 shows the functional unit type 9 which can be
used to describe a very simple text editing scenario. At

: the source the keystrokes rcpresent -the nonpersistent in- -
put and the document the persistent data. The dlsplay 15 .

the presentation basie” functlon and the storage is the .

“document itself:

w9 = (utl qUut2qUutSqU ut4q) .
wlsUuw2sUwdsy ud.s

5. Adherence of Media to Functional Units

At this level of abstraction, we bind functional units to

* .the respective kind of medla\ Together with’ the dnd' of -
-media additiohal information on the codmg and com: "
. pression used are added leadmg to. va.nuus propertles of. .

the transferred data:.

"1 The ﬁmt aspet:t relates the tlme 1nten*als between ‘

available valid information. We distinguish. the fol-
lowing categories based on the moment whe.re vald -
" information becomes available:- :

¢ If the time interval between adjacent. events
where the information becomes valid is con-
stant with respect to jitter constraints, the de-
livery of the continuous media will be called
strongly periodic. An example is PCM coded
voice in a telephone system.

e If the time intervals between adjacent events
where the information becomes valid is given
by a periodic function, the delivery of the con-
tinuous media will be called weakly periodic.

*  All other means of transfer for continuous me-
dia are called aperiodic. An example of an



I "Let us summa.nze

apericdic transfer is the coding of a moving
pointer within a shared window: To transmit
the current position and status of the buttons
_periodically’ blows up eommunication without
much information transfer. The envisioned
system will only transmit new information if the
position or status has changed.

2. A second aspect refers to varations in the amount
of data that becomes valid at these points in time.

e If the amount of data within the transfer re-
mains constant then the transfer will be called
strongly regular. An example is the size of
frames delivered by a-camera or the sequence
audio samples stored on a digital audio compact
dise.

e  If the amount of data vanes periodically in time
then the transfer is called weakly regular. Some
compression techniques for video make use of
this approach: Larger packets are periodically
devoted 10 a single compressed frame whereas
smaller subsequent frames makes encode con-
secutive frame differences. Often the data
packets are weakly periodic considering only
their long-term mean data volume: According
1o the coding of moving pictures in MPEG -
frames are compresscd single images whereas
the oornpmssmn of P- and B-frames takes into

- . account ‘sequences- of i images lcadmg to’ smaller-
sizes (2. A'typical :B:P ratio is 10:1:2. Asno
constant bit rate 1s delivered for any of those

frames, only the long-term average can be de-

. scnbcd as weakly regular. .
e : If the amount. of data 'varics in time" but not
""" peripdically thén the data transfer is denoted as
; rrregular The processing of such data transfers
is more sophisticated-then the above mentioned
alternatives.

For the estimation of the system requirements we use the
notion of the respective functlonal units together with thc
: kmd of med:a .

P T—
- *

Y Nonpermstcnt mformatlon generatwn or prcscnta— . '
tion of time dependcnt medla requu-es guarantccd :

I wthroughputs < e
‘s . Storage demands for rehabxhty

'. _ e 'In terms of throughput guarantees for dlscrete me- -

. dia,” nonpersistént ‘informaticn. overruics any -per-
sistent information rcquucments

¢  Persistent information generation combmatlon -
with the presentation function and any additional .

basic function enables interactive operations be-
tween the sink and the source which influences the
functional units (ut3, uté, ut7, vt9) and needs 1o be
modeled as a separate functional unit.

6. Configuration

From the applications’ point of view the functional units
are "building blocks” which describe at a very abstract
level elementary functions. As multimedia applications

usually operate with various media streams, we encom-
pass the situation of combining various funcnonal units
in a conf guratlon proeess.

N e S
I e

Figure 7. Example: Configuration of a lelephone ap-

plication

As a first example let us discuss the telephone service.
Two functional units of type 1 are combined, namely the
processes of nonpersistent information capture and pres-
entation of the kind of medium *voice”. Without addi-
tional information this combination allows for misleading
interpretations such as an umdirectional data flow of an
audio sterco signal. Therefore, it is additionally necessary
to supply the knowledge of the context to the configura-

tion process which in this special case relates the non- .

persistent_information capture of one functional unit to

- the prcscntauon of the other respectively. The context is
denotéd in Figure 7 by the half circles. Such a context

heavily depends upon the application itself and is not al-
ways determined by the system only. In terms of our ex-
ample we are now able to sharpen the notion conccrmng

the end-to-end delay. Since a person with his “ processing”
] capablhtlcs defines .essentially this comiext, the question
_anses which one-way delay between hslen.mg and talking

nay be toleratéd within a conversation. A value up to
600ms is acceptable |4} but lower values around 200ms
are strongly encouraged [9; 41]. The essential feature of
the context in the telephone application is the *audio

loop™ as the tempural requmt response behavnor of thc_

uscr

\ K '_‘ '._':_ﬂu'dlq';_.‘ /
N -

Configuration of a video-phone

Figure 8, Example:
application

In the case of a unidirectional stereo audio signal or
combined audio and video information streams the con-
texts “ties” together both information streams. The
video-phone configuration shown in Figure 8 demon-
strates the situation of the respective context between

audio and video. As the basic functions tied together are -

- i



both of type input or output respectively the meaning of
the context is in terms of a close temporal relationship,
i.e. synchronization. The main feature of five synchroni-
- zation is that synchronous input of data should result in
synchronous output. Live synchronization should hap-
pen automatically; the application is not directly in-
volved. Audio can played ahead of video for about 120
msec, and video can be displayed ahead of audio for
about 240 msec. Both temporal skews will sometimes be
noticed, but can easily be tolerated without any incon-
venience by the user [24].

This live synchronization has to be distinguished from
the case where data does not evolve on the fly, but is
available by .the basic function of persistent information
generation [16]. In this case, which is called sprthetic
synchronization.[22], users can freely order the various
data entities in the time domain: The context defines a
relationship between various basic storage functions. For
this purpose, applications need to be able to express their
synchronization requirements through corresponding
language constructs. Notions like “present data entity A
"simultaneously”, "after”, “independently” from data en-
tity B” are needed [28]. These constructs apply either to
the whole information entity or may refer to time or
event stamps within the entity [37].

In general if two basic presentation functions are related
by a context life synchronization occurs and if two stor-
] a%e {unctlons a zelated synlhctlc Synchromzartwn take?

place.

In the case -of the video-phone application, the context
additionally cowvers all basic functions at both ends of the
_ video-phone application in Figure 8, which denotes-the
- feedback" cha.ra.ctenstlcs of thc user as dlscussed in the
' 1clcphone exa.mple

"Figure 9. Example:
tem application

Conﬁguraﬁon of a messaging sys-

The notion of the context is not restricted to nonpersist-
ent information input and presentation, as shown in
Figure 9 also the other types of basic functions may be
involved. A message generated by the wnter within a
message handling process is deposited at the storage
function drawn in the left functional unit. The receiver
reads this message and acts according to the functional
unit shown at the right. The whole message handling
action is composed of both processes, where the storage
and persistent information generation functions are the

same, just separated in the time domain. This fact is
shown by the context in Figure 9. The implication of
this decoupling in the time domain relates to the end-to-
end «delay which 15 not c,ntlcal any more. . -

As described in the previous examples, the context de-
notes the associations of functional units by relating

¢ several persistent information generation and/or se-
veral storage functions, or

¢  several nonpersistent information generation and/or
several presentation functions.

At this level of the model we are able to analyze local and
distributed application without any distinction. Especially
with respect to future integrated multimedia system this
approach makes sense: The transfer of audio and video
data within a local system presents no problem as long
as dedicated boards or/and a single-processing system is
used. For a multi-processing system real-time require-
ments concerning the data transfer within the workstation
arises in a similar way as video and audio is communi-
cated over data networks. For sueh a data transfer IPC
mechanisms are used. These mechanisms were not con-
ceived and developed for the communication of time de-
pendent media. It turns out that todays” IPC mechanisms
are not appropriatc!

. 7 Placement

In order to identify wherc cnmmumcatlon over network'i

arisc it is necessary 1o introduce the knowledge of lo-
cations of functions within a. distributed system. This
pracess of binding basic functions to locations is called

- placenrent. By the placemeit the sources: And sinks ofan

applications has to be refated. w1th an- element out’ of the'

T posslble set Of locahons

Note “for our dlscussmn aspccts like late bmdlng and
object migration are considered implicitly by the know-
ledge of the application behavior. A model for such ap-
plications covers either all potential configurations and
placements of -the basic functlons or a- pa:ttal vxcw at a

T certaln QOeni B

oudlo

Placement of a

Figure [0, Conversational service:
telephone application

A conversational scrvice such as the telephone comprises
at least two different users Joeated at different places (see
Figure 10). In the placement process we distinguish be-
tween functions with users located at the same place and
a distributed systems with involve communication net-



works. This communication over networks is shown by
the “empty space” betwecen input and output functions
within thc functional units.

tant

[
graphic

Retrieval service: Placement of a videotex

application

Figure 11.

The retrieval service is modelled by using the functional
units of type 6 and | shown in Figure 4. The basic
function of persistent information generation is located
at a central server, whereas the initiator of the retrieval
process is placed somewhere elsc. In Figure 11 these lo-
cation describing attributes are denoted by the boxes
drawn around the basic functions. It depends on the

point -of view if just one or many users. should be con-.
.._sxdqrqd : The' mtcracnon of the user *with thc éentral -

server is-modeled as the finctional .unit type 1. Todays’
distribution scrvices allow for very few interactions with
the user. High-speed networks providing short response
tunes encourage applications to be more interactive such
as the nav1gat10n ‘through hypermedm documcnts [25

,' 26] L. . . o . .. DA

audio/video

Figuré 12. .Dis-tl;'ib'.ution service: Placement of a

broadcasting application

TV as a distribution service is sketched in Figure 12
where the various locations are denoted by different
boxes. This communication structure of type broadcast
(addressing all potential users) has separate requirements
than multicast connections (addressing all users of a
subgroup) and unicast connections {5]. A fundamental
aspeet of protocols for multicast relates to the the reply
semantics [8; 19]. It has to be distinguished if the appli-
cation does not want any response (which is the case in
broadcast), or it expects one, some or replies of all

member of the addressed multicast group members.
Having identified a multicast communication structure

- the unmed1atc questions eoncerns the reply sema.ntics .
which can not be answered completely without'additional *

knowledge about the application: Consider a full-motion
video, multicast communication which is recorded at one
station for further evaluation. If the information is highly
compressed and application requires post processing of
the data, reliability is highly encouraged., At least
l-reliability is needed, which expresses that the answer
of the recording station must be returned. Qn the op-
posed side, e.g., the recording of an uncompressed video
signal of a talk does not impose severe reliabjlity re-
quirements and O-reliability should be used. ulticast is
not only an issue of networks, it has “the same
functionality in local systems and may therefore also be
discussed as part of the configuration process as well.

Figure 13. Placement of a text

Messaging service:
: messagmg appllcauon

.WIthlI'I a typlcal mcss‘agm'g system a notc is gen&ratcd at s
. the sender.and transmiited 1o the receiver.” There the .
" message 1s extracted from the mallbox,

and involved in further processing. By the -placement the

"sender and the receiver are mapped onto the individual

processes shown in Figure 9 leading to Figu're 13.

. After the placement systemn internal commumcatlon can .

. -be .distinguished ‘from communication over:,pefworks. - _. ‘- -
" ‘Neverthéless Iocil asd -remote commumcstlon ‘have the'." —~ .
. same or at least similar communication reqmrements to T

*" be: guaranteed for mu.ltunedia apphcahons i ol

LTI

8. Case Stu’dy' -Iﬂil!leme'ntation of an
“Audio/Video Distribution Application

Instead of discussing a complex application - scenario
showing the whole capabilities of our model, in the fol-

lowing we describe the use of this model for the HeiTS

project. In HeiTS a prototype for an audlolﬂdeo dis-
tribution application was dcveloped which is currently
being enhanced.

We successfully applied our model to the following areas:

I.  The audio/video distribution application will be in-
stalled in a field trial demonstrating the effectiveness
of the dissemination of information applying multi-
media technology. This field tnal takes place at an
IBM branch office starting in April’92. It will help

resented, stored



us to learn more on the users’ needs of such distrib-
uted multimedia applications. Together with some
of the future users, we enhanced and changed the

" basic user relevant-design issues of the application:’

Questions - like “is there a central mmformation-
distribution-schedule” or, “should a user have the
possibility to modify the schedule of a video clip
transmission” were discussed using our modcl.

2. The implementation is based on a stream-handling
run-time system allowing for the usage of contin-
uous data streams (c.g. audio/video) within the ap-
plication at various levels of abstraction. We choose
the object-oriented approach to build a class hierar-
chy based on the model described in this paper.

Let us now elaborate on the relationship of the “design”
and “implementation” to our model.

Design

At a first glance, an audio/video distribution application
looks like a very simple application. A server station
sends audio and video information to a group of remote
listening clients. Such an application might immediately
be compared with TV. The content as well as the dis-
tribution time is defined by a centralized _party. Each

- viéwer- can decide for himseli/herself if hejshe wants.to'-

reccive the distributed information, but he cannot influ-
ence the sending program. In terms of our model, we
have a functional unit type ! from one server to many

». clients. The appl:canon.r context between all clients de-

scribes that all clients receive the informiation at the same

time. Using computer networks this might be very diffi-

. cult to achicve, because the clients could be spread over
_ several sub-networks. :

The following question arises: ”Why should anyorie want
to have a TV-application on computer systems?” One

- reason s to make efficient -use of one integrated netwo,rk..';;: ntly (Nov R 91) m’f.e ing A cttonl' fodi a II

: -'-'tectmo:logy for” both,- computer. “data’ and. -audio/video
" data. ~ Ag another reason:we, believe,- _computer and

. mulfimedia ‘stands for ‘interactive ‘éommunication be- -
‘tween the user and the multjmedla system. Thus the dis-

.

- tribution servick will evélve to ‘an information’ on deérmand’

service. Distribution no longer means. transmission but,
" .centralized storage of .information. ‘Inthis. scenario- each
client-server communication is a functional upnit type 3.
Furthermore, there exists no application’s context be-
tween the clients. In theory the clients are not limited in
subscribing a multitude of video clips from the server at
the same time. Technically there are limitations due to a
shortage of resources (e.g. simultaneous storage access,
communication bandwidth).

Qur application is located somewhere in between these
two contrasting scenarios. We want to merge the follow-
ing requirement: A ceniral party is allowed to distrbute
information to a group of viewers (the management want

to give a statement to their employees) and, the clients
want to subscribe individually chosen information from
a database. .. Using thc model, the scenario looks as .
follows: If the server sends information, the functional
unit type [ is valid for each client. This means that the
client can decide to establish the connection (we say “it
joins a group”). A viewer participating in a video distrib-
ution application wants to have information on the con-
tent (e.g. title, elapsing and remaining time). Therefore,
he needs an additional functional unit type 3 representing
a transaction, where he can request this information. If
no client listens and no time slot is reserved for a video
distribution clip, then the client can select a clip out of
the database. This is represented through a functional unit
type 3. All clients which afterwards join the session can
only take part at the current transmission, as it is. Again
a functional unit type | is used. The application’s context
between all active clients denotes, that they receive the
same information, which is equivalent to send the infor-
mation from the server to multiple targets at the same
time. This does not guarantee the same receiving time
at each client.

We also demonstrated with our model, that connection
establishment can be expresscd by different finctional unit
types in- combination with the application’s context. Cur-

- rently we exténd our transpoft system to support multi-

ple target connections. Optimization is performed by
exploiting multicast facilities of the LANs (IBM Token

- Ring) and our network layer protoqol.

- Implementatton '

The application runs on IBM I’ersona.l System/2 running
the IBM Operating: System/2 Version 1.3. The user
interface as well as the stream-handling is implemented
in C+ +. We make use of DVI technology: Our first
prototype incorparated ActlonMedla 750. and we are

.- The: sou.mc code shown in this-section’ demonstrates how%" e
~the continuous data flow is nnplcrnentcd any. dlscusswn

on communication of discrete med;a is anded (but is =~

part of the prototype).

'Flgum 14 g'lves anm overview of the strea.m-ha.nd]mgsys- .

tem used by an application. The stream-handling hides
the data transfer between input- and output-devices from
the application programmer. At the lower interface, the
stream-handling is connected to the basic services. Cur-
rently they interface the OS/2 file system, the audio/video
subsystem (ActionMedia II), and the transport system
{HeiT$8). Note, the basic services are provided by several
libraries and dcvice drivers which are used to implement
source and sink objects (e.g. to read and to write digital,
packetized data).
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Figure 14. Stream-Handling: System structure

The following code fragment i1s an example on how an
application invokes the stream-handling. Through this
interface, the application is controlling strearns, sources

‘and sinks {connected to the streams) by mvocanon of the

- respective member functions..

Data packets do not "cruss” the upper layer interfuce.
Nevertheless, at the application’s environment, it is pos-
sible to receive predefined messages: These messages are
. notifications - (like- commumcatmg a time stamp to the

application) or exceptmns (allowing the apphcatlon to -

* react.on’ e.rmrs occumng in a stream).

pStream = new Stream()
pSre = new ‘Source(pStream);
pSnk = new Sink(pStream);
" . pSrc ->Open();
LoPSnk s 20pen()s e e
S, . pSre -':-;._.'.->Start(), e
'.--DSHk ' ->Start(), Lo

W

o pSak St L e
pSre’ ->Stop(), T : =

'« ‘The -stream- handhng hbrary iself supports a complete: B
thread structure for continuous media streams. The fol- -

lowing paradigm is used: A producer (source) writes
buffers into a stream and a consumer (sink) reads buffers
from a stream. A source and sink are interconnected,
whenever they are writing and reading from the same
stream. The definitions for the Source and Sink class are
symmetric apart from: The member function
Source::Read(Buffer *) and the member function
Sink::Write(Buffer). In the corresponding base classes,
the member functions Read and Write are not imple-
mented { = 0) due to the following reason: The interfaces
of these functions are demanded, but, media and device
related aspects are implemented in the derived classes.

R c‘lass S’f.ream -

class Source

protected:
Stream &Strm;

void Thread (};

public:

Source (Streamd& s) {Strm, = s;)
virtual SHRC Start (); FEERY
virtual SHRC Stop  (void);
virtual SHRC Read ({Buffer *) = 8;
virtual SHRC Open () = 0;
virtyal SHRC Close () = 0;

}

A Connection between a source and a sink object locatcd
on different endsystems is also represented as sink at the
producer and as source at the consumcr. The class hier-
archy give us the chance to model different input, output
devices, and connections, having all the same interface for
continuous data processing. Deriving new classes means
to model the application specific requirements. A Con-
nection class is also derived from a Source and Sink elass.
In our project we implement a special unidirectional and

multxple targel Connecnon class.

The iouowmg LOde iragment showa how a-source- thread )
wiites “produced data” into 4 stream.

void Source Thread()

'whﬂe (1Stop) oL o
- Strm << }h1s ' i - e

B ] "

We do not distinguish between several sources and sinks
using the basic functions. We directly take into consider-
ation the composition of functional unit types, which

:“ . alsc motn[alcs ﬂ;w dcnva‘pon of dlfferent strqam c]a..sses s

A stream represcnts a pool of buﬂ"qrs where neadmg and o A
wrmng is performcd by a ﬁrst -in- ﬁrsl out strategy :

-.pr‘a_tect.:d.:.-. S

“Buffer *QueueAfray[]{'nl C
int Widx, Ridx;
Semaphore Semy- :
BOOL Stop;
virtual veoid Exception (Exp);
public: . o
Stream () {Widx = Ridx = 8;} .
virtual void operator << (Source *);
virtual void operator >> (Sink *);
) |



The actual implementation only support streams con-
necting one source and one sink.2 In order to implement
streams representing functional unit types (5-9) with
" more thdn ‘one sourcé or one sink, wé fieed to combine
the streams into a group. A group maps several input
streams into several output streams. Because source
threads generate new buffers and the sink threads free
them, a multiple copy operations takes place. Our Buffer
Management System provides logical copy operations
without copying the actual content of the buffers. Only
multiple buffer descriptors are copied into the different
output streams. A buffer is freed after the last descriptor
is freed by a sink thread.

The group is-also used to synchronize streams.

void Stream::operator << (Source *src)
{ .

Buffer buf;

Exp exp;

exp = src->Read(&buf);
if (exp)
Exception(exp);
else
QueueArray[Widx++] = buf;
if (Widx == Ridx) SyncWait(Sem);

" Basic _ﬁmcaon.r are the basns for functional umt :ypes In -

the class hierarchy we consider themi in creating a new
stream and connection classes. The Source and Sink class
help us supporting different devices, where media specific
aspects are hidden by the Realente meriber functions.
The Group. .represents many- aspects of the applzcanan
context: We do not explicitly distinguish between' local

. -and.distributed applications. A local. application ‘orinects: ;.
. a source device-to a sink device. using the same stream

object. - ¥

The p!acemeﬁt is expressed by connecting a Source object
to a Cpnnection-Sink object_at the producer and, a cor-

. ob]ect at t.hc consumier.

[n thlS lmplemcntatlon scopc as a wholc our modcl is

¥ usecl to- denv_n_ t_he cl_a_.-;s hierarchy. of the application. - -

9. Concluswn

The description of appﬁcatxons at dlﬁerent levels allows

for a classification of applications, hints for their imple-
mentation, and the dervation of some communication
requirements associated with the individual levels of ab-
straction. In our model we distinguish:

¢ ]evel 1: Basic funetions (four types},
®  Level 2: Functional units (nine types),

.. cations also tend to comprise the four basic fanctions. tn ¢ - -

* ]evel 3: Adherence of media

¢ ]evel 4: Configuration by additional context specxﬁ-
_ cation, and | )

¢ Llevel & Placement

As we have demonstrated, it is not possible to simply
derive all media transfer requircments from the technol-
ogy only, the application’s context is essential: The tol-
eration of errors within a voice streamn depends e.g.
heavily on the compression techniques applied. The
tolerable end-to-end delay is mainly determined by the
context of the application: E.g., in a one-way stereo
playback of a concert larger delays are tolerable than in
a telephone conversation.

From our first experiments in multimedia within the
DiME project we leammed that an object-criented ap-
proach is very promising at the application programming
interface [33] as well as for the upper-layer communi-
cation services [36]. The application prototype is being
developed as a result of the presented model; it serves as
demonstrator for HeiTS (our 1BM ENC Heidelberg
High-Speed Transport System).

In our model we assume that the kind of media is the
same in the source and in the sink. [11; 13] demonstrates
the necessity of media conversion. One example is the

text to speech conversian' for visually handicapped people . -

[271." Instcad of binding the kind of mediato the wholeé ..
functional unit in the adhcrence process, we must allow
for different kinds of media at the source and sink. We
are cumently enhancing the model towards media con-
version.and claboratmg the implications of this supple-

ment.

‘-'ﬂhaiym'-'ng the diffefent ‘coimm Uhiéalioh-'sefvii';jéé'a-céér‘di.ﬁgz* -

to the CCITT classification with our model wé enedm-
pass a nice correlation: Each type of service has very few -
different basic functions, i.e., mostly two and sometimes
three: A conversational service is built from functional

. _. units of type | and. always_ has ‘e.g. two different basic .
- _responding Connections -Source is COﬂnﬁCfed to the. Sink " functions. " Whereas ‘mgst of-local multimedia and espe- -
cially hypermedia apphcatlons comprise -ajl four basic -

 functions: The reason for this is the cost and availabitity - :

of appropﬂate communication systems. In LANs, appli-

WANS the same behavior is anticipated:  The evolution

_ of high-speed multimedia applications reveals a conver-

gence of different services towards integrated applications.

“We would like to thank Bemd Schidner for initial dis-

cussions on the media dependency of communication
requirements. With many valuable comments Dietmar
Hehmann, Wolfgang Johannsen and Berthold Kohler
contnibuted significantly to the quality of this paper.

2 Assume, we wan! lo synchronize the video and the audio data by inlerleaving the corresponding frames. All frames with the
same time stamps are combined into the same buller. For this application requirement it is suflicient to create only one source
and one sink class which conlrol the combined audio video data flow.
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. Appendix

Service Classes

Type of Information

Examples of broadband services

Characteristics

Conversatlonal Services

Moving pictures

FUEY

Video telephony,
video-contererice,

. Video- survelHance

Video transmisslion service

- Sound

Multiple sound-programme
signals

Data

High speed unresiricted digitat
information transmisslon service,

. High volume.{jle transter service,
- High'speed leleacuon .

‘ Dogument |

- High speed Telelax,

High resolution {mage’ communl-
catigh service,
Document communication service

Bldirectional dialogue communication wilh

real-time’ end-t0-€nd. information lrans-fer
Stom user.to usen’host The flow of.the”
usetinformation may be bidirectiohal
symmetric, bidirectional asymmetric or in
specific cases unidirectional

Messaging services

Moving pictures
and sound

“ideo mall service

Document

Docurnent mal! ser\nce

Offers user-{o-user communication be-

. tween individual users via storage units

with store-and-fgreward, matlbox andlor

. message handllng functions. . -

| Retrieval services: .-

‘Text data graph .
ics, sound, stil im-
ages, moving |

§ .,Broadband videotex,’, .

Video retrieval- servioe,
High resoiuﬂon Image retrleval

The user can-retrleve information stdred )
In lnformatlon centers and in general for.

_ |, puttic use'on an individual basis.. This- In-..

without user individual
presentation control

Extended quality TV distribution,
High deﬁnlilon TV distrlbutlon
Pay-TV: - =

Text, graphics, still
Images

Document dl_Sil’ibuﬂOﬂ service

Data

High speed unrestricted digital

information distributlion service

Moving pictures
and sound

Video Information distribution
service

plctures’ service, formation will be sent on his. demand

. Document retrieval service, . .
. s - Data retrleval service - . L. T T
" Distribulion services Video ‘|- Existing quality TV dlstrlbution These service include broadband.-ser-

"Wices. They provide continuous flow of tn-
formation which.ts disiributed from a’

central source to an unlimited numbe.r of
authorized receivers. The user cannot
control the start and order of the presen-
tation.

Distribution services
with user individual
presentation controt

Text, graphics,
sound, still Images

Full channel broadcast
videography

Information is provided as a seguence of
information entittes with cyclical repe-
tition. The user has Individual access.
conlrols start and order of presentation.

Figure (5.

Broadband Services:

Short form of the CCYTY Recommendations 1121 {6)







