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Abstract: 
Thk papa starts with presenting a my on muitimaiia applicatious. which arc oxdend 
accordhg to thc rcspecüve funciim in the media pnxxssing chain: from the media capture 
process o v a  media pmpmiior~, media intcgraiim to media intaaciim and media communica- 
tim Thc most spcci6c stringent muitimedia requjrcments fix thcst applicatious arc the hand- 
ring and thc stmge of thc huge data amormt and throughpuf taking into account the real-timt 
danauds and the rcstrictcd end-tou~d delivtry. I.c.. data pnxxssing nads. specüicd as quaiity 
of savict paramctm. must o b y  ruia which d o w  to pmvide timt guaraatax. This is &ne by 
an appropriatc rcsource managcment which is compriscd of thc establiihment as wtii as of the 
cnfmcment of these guarautcts. Thcnfon. tht systcm mhitecturc of all involvcd resourccs 
compnses of real-timt and non rcal-time domains. Following the application's survcy, this 
papa outlines the rcquired system capabilities for local as weli as disiributcd systems. 
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1 Introduction 
'Multimedia' comprises audio and video in computing and communication. A multimedia 
application makes use of continuous media as wcll as thc traditional d i s c e  media such as tcxt 
and images. A rnultimedia System must bc capable of coping with thc demands ~ i n g  from 
thc inteption of thcse media and to allow for such applications to IUU in thc digital computcr 
domain [Stei93]. At thc IBM European Nctworking Centa wc havc dcveloped ovcr thc last 5 
years multimedia operating systerii cxtensions, multimedia communication systans. multimc- 
dia pmgramming toolkits, md muitimcdia applicatious. W~th respect to thc challcnges of these 
developmaits wc a i m t c r  two qucsfions. which wc havc bcai asked vay  fraucntly: 

Which are the multimedia applications? 
1s is ccrtahly difficult to cledy distinguish bctwccn multimedia and non-multimcdia applica- 
tim. This can bc appmached by making usc of a ddnition on what is said to bc muihcdia 
and wtiat is not, takai h m  [Stei93] and flCMCS941: "Multimedia is dmacterizd by thc 
computa-umtrolled intcgated gcnaation, aanipulation, prcxntation. s towe and communi- 
catioa of indcocndait diejtal infinmatioa This hkmnation is most ofta~ codod in a coDdiauous 
tim& mcdia (cg, die, vidm) as weii as disaac timeiodcpcadcnt nudia (cg, .-. 
t e i d ~ ~ b ) . ~ H ~ i n t h e f o U ~ w e & n o t w a n t t o f o a i s o n t h i s ~ c t "  ~- - 
Wc want to &ver the wholc sct of appli&om wiich matre W of digital-audio and v'sdao. 
Th~i~forc wc developad a d a  flw and proctssing chain in which all applications arc 
aubddd From the mcdia capturc process ova madia prcparation. m i a  intcgdon to 
mcdia interacfion and m d a  communicatioa 
In coatrsst to otha mqs m dccided not to group applicatiom according to thc marlrd scg- 
m c n t o r b r a n c h c s l i L t ~ ~ ~ m t . m c d i c i n c o r m a n y o t h ~ ä i h c r c l i s a i i S ~  
idded: (1) thc ramc amlications am ofta~ uscd with diffamt amtcnis in the Vanous markct 
dd (2) markcting dental application swcys cxist, which & not hdp to 
idmtifytlUIryirsmsmultimedia~miistprovidc. 

Whrt ire the ky baes of mdtimedh ryrtems? 
~ i S ~ ~ ~ t h a t ~ ~ & ~ t h r o ~ & p ~ a n d ~ ~ C & t h r m &  
mcdis;thlsddjustmakcsthcsystemslargamdfastcr. H~owever.adysingthemuitimaüa 
dcmmds dcrived from thc applications, wc encounter that continuous media data must be 
processcd with reai-timc coasmhts in thc samc way as digital tclephonc data is processed at 
digital switches today. ihaefoxe for guaraatccd quality all thc t.bquircd tesourccs must be die 
c s t c d a t ~ d l s c t - o p p h a s c l b i s r e s o u r c e s p r o v i d c t h c ~ a d ~ ~ w n i c h a m  
~~intcmisofaaalitvofravi~to~ctas.Atthcacbial~~mbhasethe 
ghan&s must be cr;f& by appq&ttd data handling inciuding reaiimc sd&d& It 
must be obsawd that thc m t e t s  m 1 y  to thc wholc d from thc d s )  to thc dcstma- - -  - 
tiongs). ~ v a i  in a iocai ai-ent we a i m m t a  thcMmc -gm of caii cstabüs~~~~ent 
bcfoxe thc säual data movc. copy or transmission takes place. Howcvcr. the path of d a  
traasmission is ofta~ comprised of traditional computa nctworks. which do not aUow for guar- 
antccd resa-vstions; hence best-cffort quality of scMce is applied which is based an appmpai- 
atc media scaling tcchniques. 

In this papa we answa both questions; and wc Want to establish a clear understanding of what 
arc the multimedia application and why all facts mund resourcc managanent arc &C kcy 
issues. We subsume tools such as editors to be considercd applications as wcll. thk allows us to 
bmdm thc scopc without tunning intodiscussions about thc borduing linc behveen tools and 
applications. 
Certainly thcrc arc rnorc issucs which rnight bc addrcssed including workstation architectuns 



opticd Storages (like CD-ROMM). comprcssion (like JPEG, MPEG and H.26 I),  intcractivc 
document a~hitecturc and presentation standards (Ike MHEG. HyTme, ScriptX). content 
b a d  database retrieval. object+riented toolkits for programming. and synchronization. We 
decided to restrict our view to the mts. which must be available and all other issues rely on. 
because t h a e  allow us to provide the reader with a deeper understanding and not just with an 
annotatcd set of catchwods. 
In Stäion 2 we s w 9  multimcdia applicatioos and in Section 3 we summarize the multimedia 
application rcquircments. Section 4 introduccs thc notion of quality of sea-vice, resources and 
rcso~~ct rnanagement. Section 5 p m t s  the resource management applicd to ihe CPU and the 
subs~qucnt section show how to apply it to networks. In Section 7 we finally o d i e  thc result- 
ing System architectures. 

2 Multimedia Applications 
It is vay difficult to cxiract the spccific multimedia requkments out of ihe sei of applicatioos 
and tools. Howcwr, in the following tcid we will (1) survey and cakg~rizt thc whole rd of 
h w n  mul t imdi  applications and (2) to daive fium cach catcgory &C key rrqwrCmmts. 
Hcnce. we o r d d  the applications m r d i n g  to the nspactive function in the media process- 
ing chain starting with the capture itans aad endiig with the interaction and communication 
process. 

Media Cnpture 
Media Cqtmc a v a s  ail applications which help to introduce media into thc computm or to 
tmsfom information codcd in onc media to d w .  -Media CapbYe is the pn>ccss of tmns- 
hmation of analog mvimamcntai htkmtion to the crNrcsponding digital rcpmscntha in 
the amqutec'' AU typcs of frame grab&. audio analog to digital umvcrsiou and subseqmt 
coding too4 irnagc samhg, MIDI codc gcnaation mls, OCR (opticd characta rccogni- 
tim) dhme, and spaech xcmgaitian-applications an typical oramplcs,Aise aii-control 
applicatim of  mmprcsion and decaqmsion are subsumed into this catcgo~y of applica- 
tions. 
Codnuous mcdia data gathcrcd fram a live smrcc needs to be p r o c e d  in rcal time, othcr- 
wise iaömmtirn is lost Continuous media data captured from the analog smagcs, such ar 
imm an vidco player. can also be processed off-line without real-time rrquirements. The samc 
applia to disadc media capturc applifatiops. Hcace. ait d a i v d  r rqukna ts  dcpcnd 
on thc actuai use of the mcdia capturc application than on the rcspcctive media itscif. In appli- 
d o u s  Wtiae the result of media capturing is prscnted immcdiatcly, Ral-time co&ts 
apply. Hae wc also necd to kccp thc cnd-tocnd &lay within ccrtain boundarics. 

Media Preparation 
Media Reparation dcnotes all applications which tmusfomi digitally coded media By 'eans- 
formation' we mean to apply some pcfuivable change to thc rcspwtive dak Typical media 
prcparation applications for images are CorelDraw (for the purpose of creatiug and changing 
drawings) and Adobe PhotoShop (for modifying and assembling imagcs). An audio mixa pro- 
vida all fcahucs to be applied to audio s t r m  and a video postproccssing application allows 
to cdit and manipulate vidw s t m .  H a e  we can also rnake use of tools for automatic parsing 
of media streams for later indexing and casier retrieval from databascs (like for vidws as 
shown in. e.g.. (ZKSm931). Often we encounter applications derived fmm the television studio 
envirohent, which allow to manipulate audio and video together. In order to kecp tlic scopc 



of our categories well defincd, such an cditing application bclongs to tlic ncxt catcgoq. '1-lic 
requirernents for media preparation applications are the same as those for media capture. 

Media Integration 
Media Integration comprises of all applications which assemble data encoded in different 
media It is assumed that the media itself (the single media) is processed by appropriate media 
preparation applications. 
A audio-video editor is an example of a rnedia integration application, which very often com- 
pnses of media preparation as well as of media capture functions. Any video editor applica- 
tions can eitha be linear or non-licar. A iiiear editor allows us to edit audio video data in the 
s c q u d  modc d y ,  ic. @cms of thc data arc cut and l a t u n  asseanbled togctha. Thc 
tcchniqut is most ofkn based on the control of c x t d i y  attached video recordcr -es, 
wticre data is copicd fmm oae machinc to anoihcr. On thc otha hand non-lincar editing dows 
us to assemble data in a r a u b  access modc. l i  in the cut and paste paradigm of window 
systans This is catainly thc bceter approach but, it mostly requires extensive digital proccss- 
ingof the +ve data in thc Computer. 
In iiu arca of disaäc nicdia wc aicounta a iargt amount of word p m i n g  anti desk-top 
publishing toois Wnich allow as to assemblc and edit daia coded in scvcral discrdt media 
Thc integratim of b& domains is done by several hypmedia systmis and by pnsmtation 
gmmtim tools which allow us to includt usa intcraction. Tht IBM Ultimedia Builder and 
thc -&ix To~lBook an products which provide such capabilitics. . 
l ü e  ktaadm with madia dala daaands ~cal  time if it operatcs in a WYSIWYG modc And 
evai hcrc üu rcspocisc time (also k n m  as cad-to-cnd delay) has to be low. but it is not as cm- 
eial as in tfic aiscof tdephondikt dialogue applicatious. 

Media Interactbii 
Media haada  is tlte f d  mint of most conmmcr application: Wh- tcday we have less 
intaacbiori anti marc audia&bution (a passive consu&a bchsviour) 4 t h  muitimedia aim- 
U& wc allow fm mon haadioti. Howevcr. thc vassivt d c  will also sunrivr this trmsi- 
km G morc *htcmctivity will happen samothlY~ 
m t s t i o n s  which wcn assemblcd by applying media integration can be read, t r a v a d ,  
played back or utpuienced using these media intuactim applications. A typical urample art 
kiosk syaems. a computa based information systea lüey are located in public areas, with 
which. through an intuitive u s a  intaface infosmation can be rccallcd or tmnmxions can bc 
triggaad WoHe941. 
Tbc com of kiosk systems are thc stored content data and the structure of how this data is 
rtM both art ofkn s t o d  in a databasc. Most of todays systans still do not dirtinguish 
bctweai thc diaQcnt atcgories of data: (I) tht stnictme of how the infbxmation itans art 
rtlated to each otha, (2) thc genuic cantent data which is not allowod to bc modüicd by a 
kiosk providci; and (3) thc spuific contmt which may bc m d i e d  by the kiosk p m v i k  As 
an examplt. lct us assume wc havc an clcctronic banking kiosk which includes offcrs of a red 
estatc agency. The local kiosk pmvida will not changc thc application and the respcctivt back- 
ground images but, he will often add or remove the achial offers of houses to be sold. This 
stnicture follows the model of different groups of people interacting witb the kiosk: Thc user 
just plays back data and makes use of this System. Thc owner at the local agency or bank 
makes changes of content but docs not need to have any knowladge on the design issues. The 
cditorial provides the whole layout and the respective style guides. A kiosk production team, 
which cbsely interacts with the editorial. builds-up the structure of the respective kiosk appli- 
cation. 



Inside the kiosk application the stored data is interprctcd by an enginc which closely intcracts 
with the User interface agent. Hcre again we find that todays System have both func~ion iuic- 
grated into one block. A clear Separation allows for (1) portability (as the User interface agent 
m v a s  most of the System dependencies). (2) easier adaptation to different kiosk data formats 
(formats like MHEG are not yet widely used). and (3) ease of synchronization (in order to 
have. e.g., two remotelj located Systems in the Same state it is just requued to have one engine 
driving G o  u s a  interface agents). 

Media Interaction will also enter the consumer rnarket and step by step it will be part of televi- 
sion arid radio sets. This is oftcn a&csscd in the context of Interactive Television. Today we 
havc vidm distribution and the user can just select onc out of about 30 chamels.In thc future 
thc user may rchievc ncws at thc time hc wants and with thc focus hc prefm; hc may also start 
a movic at any time, and hc will be allowed to traverse thc movic in a vuy inteaadvc modc by. 
for cxample. being asked to participatc to somc cxteot and makc choices at e i n  scenes. The 

- way to fuil digital Interactive Television Systems consists of a sets of stcps: 
F i  witb digital video program dictnbution, wc will just gct rnocc dumcls than today. per- 
haps 500 instead of  30 or 5 chaunels. Thmforc. thc user nceds somc kind of g u i h  as he 
will not be ablc to switch from channel to channcl with thc purpose of selecting a progrsa 
Also the traditional wcekly TV program guide on paper will not hclp as it does today. An off- 
line transmittcd multimedia TV program. which is used by selecbon assistance applications. 
will gui& thc usa to choosc his favourite program by filtaing thc infounation fiood witb a 
personal usa profile. Such an clcctronic TV program can also be hanscnittcd on-line togaher 
with thc TV signai in a m u l t i p l d  mode. 'Zbis can be d y  implcmcatcd if the whole traris- 
mission is done m the digital domain ovcr packet-switched nctwods. It could also be included 
in thc analog TV signal at thc q m s c  of an additional cffort for uscr @C proccssing. 
'Ihe osa gcts most of thc chauncb for ficc m d  can gct access to gnnc otheas in a '- 

Y 
pay TV m& Tük is thc pay per channel modc whae wc pay an a m d y  basis xeganiiess 
ofthc watChcd V. In thc nab stcp a chanucl back C O M ~  the u~ to thc sceda 'Zhis 
amunuuication b c  can be used to iaitiatc somc-ans fororduing goods Insuchsppli- 
catioos, mostly homcshopping type, the TV shows some arbicles to be bought togaha with 
the respective phmc numba to be dialled fOr ordaing purposes. Also other intaactivc appli- 
cation which rcquüc vcry few intcraction can run in this mode. 
Video program on demand is a c o m b i i o n  of thesc two steps mcutioned A v e .  Thc daily 
prograni may bc rdrieved and displayad while the Same computer which intupräs and 
dccodcs thc TV program can automatically send rcqutsts back to thc Sender M dedicatcd 
chaancls (cg., modern dial). 
In thc 610tted video on demand mode the user can select one movie among a fcw and drop 
into thc progam within thc ncxt 10 rninutes. In this mode a part of thc hugc set of chmcis is 
used to piay the samc movic starting at 10 minute intavals. A rudimaiary random acccss with 
a coarsc granularity is possible; ix.. the mipient just switches fnnn one channel to another. 
The higher the resolution is. the more channels are required. 
The video on demand set-up allows a usa to  rehicvc audio. video, and other mcdia at thc time 
the User wants it [CoMa94]. Here the potential offerof contents is substantially higher than in 
the slotted video on demaad mode. Hcnce. it will not be sufficient to transrnit this infomtion 
multiplexed with the video Signal. A sccond data connection opmting in thc duplcx mode is 
requid.  Depending on the amount of content. nmw-band ISDN can be used. O v a  this con- 
nection the user gcts the actual offerings; basd on this he will make his choice. Subsequently 
the video data is transferred to the User and displayed. 
Depcnding on the pncc of this 'pay pcr view' techniquc. it may rcplace all video cassctte renial 



Stores and perhaps also the retailers. In a rcalistic metropolitan set-up it will bc vcry difficult to 
allow each user to select any movie. start this movie immediately and confxol it like a VCR 
today. The reason is the large amount of data to be stored and transfemed if we assume there 
will be 100.000 users attached to this servicc who might want to watch concurrently. By hierar- 
chies of video Servers and a tariff which enforces the User to book movie at least some minutes 
in advance this problem can be alleviated. Then it will be possible to hansfer v i d ~  data off- 
line to a Server (which in this case operates as video cache) next to the user. From thc feasibil- 
ity point of view such a tariff wuld look like (1) to charge DM 15 for the imrnediak play back 
and full VCR control capabilitics. (2) to chge  DM 5 for an advancod b o o u g  of at least 15 
miautes and full VCR capabilitics, (3) to cost DM I for an advaaccd rexmatioa of 24 h- or 
mon and no VCR capabilitics, (4) to cost n&g or very few if die USUS drops into a d a m e l  
in the mode it is in today. In the ihird case the systan ain make use of mulficasting the Same 
movie to otho. potential uscrs, thaefore no one should have cxclusive control Ova the movic 
Anotha factar of the tarifk is to comlate the price with the amount of cammadS. The Same 
is possible for audio only, which in such a case would repiace audio CD a~chivcs. It is very 
likely that Mda> on demand as d m i  above may 6rst bc cornmcrcially suaxssfiil in 
d d a d  sdups with 100 to 500 users. like for cxample in hotcls. 
By Intcriaiuc tdevision the W may dkciiy iduence thc ~ 0 1 ~  aad the acxt s t q  in the 
movic This is doae by allowing the vicwa to choose betwcca altmmtivcs at diffarat poiats 
in the movic The casiest way is to just have the action bcig  desaibed from diffacnt view- 
points. In a mnt elaboratcd modc the choice of path leads to difFeawlt stories. An early cxam- 
ple is t6e movie l'm your maa' dcveloped by the ControUed Entropy Entatainmcnt iu New 
Y& [&ifb94]. Thk mwie is s t a d  on a vidcodisc and runs for a total lcngth of 20 minutcs 
wtrcrcaJ the total foatage is 90 minutcs. Evay few miautes thae is a branch and dcliendiag on 
thischoi~thc~eisoontinucd~ed~~~ofthistypeof~wi~lcost U i y  
mnt than tmditiaial movia with the Same lcvel of quaiity. It is said said bc be 3 to 8 times 
the Cast 
Wrth thc advcnt of intaactive TV a movie may bc &her a fnulitionai iiicar pmsdaim or 
evca a fiill htmctivc gamc Multimedia capsbilitics an rcquircd for mort d i c  gaum aad 
srdio visual sim*. Ho- the:requircmait for playing games an diffarat to tftose of 
todays muitimedia workstatim: Media is always p-ted and aew captumi Such a systan 
danands high throughput in wractly one direction but not the revu-sc path into the computcr. 

Media Communication 
Media Communication denotes all kind of applications. which involve mon than one pason 
aad is rdatcd to intcrp~sonal communicati~~~ Video telephony and video c o n f ~ c c s  are 
applicatim which belong to this catcgory. At this point wc can broadai ihe scope to -not 
only sudio anti video buf also otha media in thc confatnciug domain aad aicounta a hge  
sei of CSCW applicatim. We also have applicatim which include type of asymmcüic com- 
munication like one teacher who intaacts with a class in form of tc1-g. All muitimcdia 
mailiig applications with, e.g.. MIME. also belong to the medii communication group. In gcn- 
aal the classical CSCW classification of a two by two matrix between communication at the 
Same timefat different time vs. wmmunication at the Same placefat different locations is suita- 
ble for the whole set media communication applications. 
From the requirements point of view. applications with humans interacting simultanwusly 
demand for real time and for a well defincd end-to-end delay. lf the involved parties communi- 
cate at different tirnes then there are no such dernands. 



3 Aggregated Application Requirements 
Having sweyed the above mentioned multimedia applications, ihey by themselves imposc 
new requirements on daia handling in computing and u>mmunications because they need (1) a 
substantial &ta throughput, (2) fast &ta fonvarding, and (3) seMce guarantees. 

Audio and video data occur as streams and demands. even in a wmpressed mode, for high &ta 
throughput The MPEG-2 standards defines various wmpression schemes for video with asso- 
ciated audio. There are 3 audio layers s~ecified with different implementations and quality 
requircments. Video is arranged in a set of profils and layers which comespnd to different 
image qualitis and sizcs. Tbe resulting &ta streams range from up to 4 MBitls to a t  most 100 
Mbitls. An urcellent quality, wmpared with todays television, can already be achieved wih  
about 4 Mbitls. In a workstation or a network, sevcral of those sheams may exist concurrently 
danauding high throughput Furiha, the &ia movement requirements on the local end-systan, 
translatc mto t m  of manipulation of large quantities of data in real-time where, for wcample. 
data copying can cause bottleneck in the system. 
"Ibc fast data f d g  imposes a pmblan on the end-systems where these different applica- 
tions can wcxist in the Same system, and thy may have quüements on data movement rang- 
ing from normal error-frec &ta transmission to new time-coushaint typs of traffic. In general, 
the fasta the communication System can bansfer a data packet, the fewer packet5 need to be 
buffaad This requircment leads t c a  carcfid spatial and temporal resourcc rnanagcmeat in the 
end-systcms and routas/switches. The application imposes constraiati oa the end-&end 
ddsy. In a rchicvai like application, such as the video on dunsnd u<ample, a delay of up to 1 
sec may be easily tolasted On the 0 t h ~  band. dialogw application wch as a vidmphone or 
v i d d i r e r i c e  demmd e n d - b a d  delays 10- than typically 200 ms in orderto allow for a 
natwl cOrnmMiCation betwee.n the Users. 

The muitimcdia appiications nebd servicc guaranteq or at least probabiiic commiiments, 
othawisc thq wiii not bc accqted as these sysiems with. e.g.. radio and television 
services. In orda to achicve saviccs guaranttcs resource management must be uscd. W~thout 
resource managanent in end-systems. switches. and routers, multimedia systems cannot pro- 
vide reliability to the usus in casc of nsource bottlenecks transmission over unrscrved 
resources lead to dropped or delayed packe .  

4 Resource Management Systems 
The multimedia applications need for spcciüc qualities of savices (QoS) imply two important 
requimnents to the underiayine. systun- Th- must be an iaterfacs between the ao~lication- - - -  
o&ntcd and the systcm+riented modules of multimedia applications, which provid& specifi- 
cation and exchange of the applications QoS needs md  system QoS. 

A resource management system is requued to handle the specified QoS Parameter by wm- 
paring the application necds with the available resource capacitiw in the local system and net- 
works. The resource managemcnt System also reserves ttie required resources and enforces the 
g~&anteed QoS for the application. Management of local and network resources can also be 
done with best-effort QoS. There is only a probabilistic commitment for the set of QoS 
paramcters, however thc QoS provided to thc application will only bc degraded when a 
rcsourcc becomcs a bottlcncck. I n  casc of rcsourcc ovcrloads thc application requircmcnts arc 
scaled down fora ccrtain time. Bcst-eKort QoS is wcll-suitcd if tlic undcrlaytng rcsourcc docs 



not provide QoS guarantces (e.g.. nondercrminisric nerworks such as Etlicnic:) and i i  ir  is only 
required to reserve resources for the averagc case. 

There are also oombinations of both approaches: A minimum QoS can be reserved by using the 
guarantcad reservation rnechanisrns, the additional QoS requkrnents are served On a best- 
effort basis. This approach can help to save guarauteed bandwidth in case of variable bit-rate 
P R )  multimedia sh-eams. l ü e  following section explains the notion of QoS. resources, aud 
describes both types of resource management. 

4.1 Notion of QoS 
Traditioaal QoS is providad by thc nctwodc laya p a  connection. An cnhanca~~tnt 0f QoS is 
achicved through the introduction of QoS for transport savices. For multimedia netw- 
Systems. the notion of QoS has to bc uctended because mauy other savices contributc to thc 
end-tocnd &ce quality. To di- fiutha QoS conccpts and resourcc maaagemat princi- 
ples. we necd a System modcl of thc multimedia systans. Wc assume the following model for 
the multimedia systenc the multimedia system consists of two domains: applicatioq and 
sys- 
The appiicatim domain contaias @es for the programmer of a muitimcdia appliation, 
e.g.. programming abshactions for audidvideo hand1'i  or thc run-time systan far the 
dynamic module management The system domain is divided into two parts: commuaication 
s a v i w  and operating system savices. 

The rcqukmmts of muitimcdia applicatim and data stnams have to be w a d  by the single 
componcnts of a muiiimedia systcm. Thc resource managcment maps these requkinents onto 
the aespdvc capacity. Thc f ion and proctssing requirancnts of local and distniutcd 
mdtimadis applicati~ll~ can be spccüied accUrdiag to the following charactaisti . . 

Cs: 

1. I a e  iünoaghput is detamined by thc data rate a cxaincctioo nccds in oder to satise thc 
applicatim qukments. It also dcpcnds on the size of the data units. 

~.~ 2. We can distinguish betwcea . local .. and global delay: 

a Thc Iocal deiay at thc rcsouroi is thc maximum iimc Span of a ce* task to wait h r  
serving plus processing at this resource. 

b. The global end-to-end delay is the total deiay h r  a data unit being tmnhttcd from 
the sourcc to its destination. The end-to-end dclay is the accum- local dciay of 
d remnces which arc involved in the transnission l i  from data samx to data sink. ~- ~- ~ 

For cxmnp1c. the source of a video tdcphone is the camaa Iac dcdmtion is-the 
vidco window on thc screen of the partna. 

3. The jltter (or delay jittcr) de tamim thc maximum allowcd vatiance ia the anivai of 
data at the destination. 

4. Thc reliability paramcter dd ina  crrm ddcction and con-cction mtchanisms used for thc 
üansrnission and processing of multimcdia tasks. Errocs can be ignod ,  indicated andlor 
comcted. It is important to notice that crror comction through ce-transmission is rmly 
appropnate for time-critical data because the re-hansmitted data will usually amve Iate. 
Forward error correction rnechanisrn are more useful. 

In aecordance with cornmunieation Systems these requirements are known as the quality of ser- 
vice parameters. 



4.2 Notion of  Resources 

A resource is a system entity required by tasks for manipulating data. Eacb rcsourcc tias a sec 
of distinguished charactenstics described in ihe following model: 

There. are active and passive resowces. An active resource is the CPU or a network 
adapta for protocol processing. it provides a service. A passive resource is the main 
mernory, bandwidth, or a file system; it denotes some system capability required by 
active resowces. 

A rsource can either be used exdusively by one process at the time or shared between 
various processes. Active resources arc o f h  exclusive, passive resources can usually be 
shared ammg processes. 

A resource that exists only once in the systm is known as a single resource. otherwise it 
is a multiple resource. In a iransputer based multiprocessor system the individual CPU is 
a multiple resource. 

Each nüource has a capacity which nsults from the ability to perfom tasks on the resourcc in 
a given time-span. In this contcxt capaciry r e f a  to CPU capacity. frequency range or. for 
example, to the amount of Storage. For real-time scheduling ody the temporal division of 
resource capacity arnong real-time processes is of interest. 

For cxample. pmcess m g e m e n t  belongs to the category of active. shared, and most often to 
single resources. A file system on an optical d i x  with CD-ROM XA fonnat is a passive. 
s h d  single resource. 

A possible r d i m  of  rtsource allocution and aanaganat  is b a d  on the intcraction 
betwoa climts and thc rcspcdve zcsource maoagas. The dient sel& the rcsource and 
rsqaests a rrsource ailoratim by spacifying its quimncuts through a QoS spccification. This 
is cquivalent to a mrkload rcguest. F a  the resourae mimer chcdrs its own ccsowce utiii- 
zatiÖn, and dccides if the res&tion quest can be serycd a-mx AU austing resavatioai are 
stomi, aud tbeir sharc in tcrms of tht r q e a i v e  resource capacity is guaranteeh M m v e r .  
this componmt negotiates the mervation rcqucst with other rsource managers if neccssary. 

7äe following example of a dishibutai multimedia s y s t a  illushates this gmeric scherne: 
hning the couuection cstablishment phasc the QoS paramders are usuaIly negotiated between 
the nquesta (part of the muitimedia application) and thc ad- rtsource manager. The 
negothtion Starts in thc simplcst case with specif~cation of the QoS p a r a m m  by the applica- 
tim The rrsaurce manager chbcks whetha thesc rcquests can be guarantoed or not. A more 
elaborate mdhod is to opt imi i  single parametcrs. In this case two paramdas are dctamined 
by tbe application (e.g. throughput and n i i i i l i ) ,  the resourcc rnanager then calcuiates the 
best achicvable value for thc t h i i  p-eta(e.g. delay). W negotiate the parametas for end- 
to-md connehons over one or more computer networks. protocols like ST-D. [Top0901 and 
RSVP [ZBEH94] are employcd. Here. the rrsource managers of the single wrnponcnts of the 
distributixl system allocate the necessary resourccs. 

In the following case shown in Figure 1 two Computers are connected over a LAN. The trans- 
mission of video data between a camera connected to a computer Server and the screen oF the 
computer User involves, for all depicted components, a resource manager. 



Figure I: Componenrr grouped for rhe purpose of video datu rransmiFsion 

'Ibis cxamplc iüustrats that in addition to thc individual rtsourcc managk therc must cxist a 
protocol to t o t e  thtse swvices, like the one in ST-11. 

4 3  Resource Reservation and Management 
llae t a&~  of a ntsarrrce managa Q)VQP diffacnt p k  of the allocation and m a n a g m  pro- 
cess: 

1. Schcdiilibuity rrst: Thc resourct managw chccks with thc giva QoS pammdas (eg. 
- thmugiqmt and nliability) if thcrcis QH)U& renniining rcxwuce capacity-avaiiablc &I -- 

handle this additional request 

2 QuaMy of Service Calculation: After the schedulabiiity test thc rcsouce manager cal- 
ailates the best possiblc pcrfonnance (e.g. delay) thc resowce can guarautcc for thc ncw 

3. Resotua Rtsenition: Thc rcsounx manager allouitcs the rcquirai capacity in orda to 
mect ttiC QoS guuautcts for cach requcst 

4. Resourcc Schcduling: Incoming mcsaga from conncctiolls arc scheduied accodingto 
the givai QoS guaranttcs At thc ~IUCCSS managancnt ttic allocation of thc resource is 
done by the schcduler at the momcnt thc data for proccssing anivcs. 

With respect to thc last phasc for each resource a scheduling algorithm is dcfined. Thc schedu- 
lability test, QoS calculation and rcsource reservation depend upon this algorithm used by the 
scheduler. 



5 Resource Management Applied to the Cl'U 
This section describes the specification. reservation, and the enforcement of guaranteed QoS 
parameters with the CPU as resource. The CPU, being the pnncipal local resource to be man- 
aged for all multimedia applications, requires functions especially for schedulability tesf 
resource resmtion. and the enforcement of guarantecd QoS parametm. to enable the pro- 
cessing of real-time multimedia data. In general. application generated CPU workloads can be 
divided into the following serviceclasses: 

non mal-time processes 
control processes handling real-time and non-real-time tasks 
real-time processes with soft deadlines 
real-time processes with hard deadlines 

The 6113 class contains processes without tight deadlines. Examples for this type of appiica- 
iions an programs for most Media Capture. Media PreparaIion. and parts of Media Interac- 
twn applications. Because these applications have no real-time nquirements they may tun 
with the lowest priority among the above classes. In most CPU rsavation and scheduling 
schemes at least a small amount of CPU capacity will be reserved for such applicatiom to 
avoid statvation. This part of the CPU capacity can be managed using classical strategies such 
as round robim or multi-level feedback. 

Cootrol pnx;cssc~ regulate the access to certain resources. For examplc. an important conaol 
process for ihe CPU is the scheduler. A control process can also be used to reserve network 
nsoitrcts in thc sehip phase of Media Communicatwn applieations. On the other band ihe 
Same coatrol process can be involved in the transmission of real-time messages. cg, adnowl- 
cdgmat mcssages Q trigga mtmmnksions of lost or compiai data uaiis in small networks 
@3HHH93]. Control processes should be handled in a daaministi - .  

' C  manncr with high ptiority. 

Real-time pmccsa with hard dcadiines (es. mmufacturing control systmis) are most o h  
pmccsscd by dedicatai Systems. For this class of applicatiom t h a  orists a great variety of 
scheduling and rescrvation mechanisms [CSRa88]. Though it is difficult to integrate hard real- 
time system~ with multirnedia applications. it can be done [ S W 3 ] .  

Most multimedia prwcwx. cspeciaily applications for Media Inieractwn and M& Gmmu- . . 
iuai2non. can be considcd as soft-rcal-time processes. If a data mit is pmccssed too late or 
lost. this is not ncwssarily noticed by the human Mewer. To avoid disruptions a charactaistic 
quality of the mcdia prcsmtation is r e q d  To describe these pn>cessing requimneats of 
multimcdiaapplications. a chactaistic set of QoS pammetm must be d & d  For urample, 
the playhdt of a vidco strcam rcquires a picture loss rate below a certain peacentage. and that 
each logical data uait (cg. video fiamc) must be diiplayed at a catain pokt in time softcoed 
by a ocrtain delay jitter. In a muliimedia systcm resource reservation mechanisms and QoS 
aiforeemmt strategics an used to guarantee QoS requirements of multimedia applications. 
The CPU resource rnanagcment part of (his paper focuses on multimedia applications which 
proccss umtinuous media with soft deadlines. 

5.1 CPU Scheduling Algorithrns 
There are two prominent algorithms for CPU scheduling: Earliest Deadline First (EDF) and 
Rate Monotonic (RM), which are used in multirnedia Systems. 



Earliest Deadline First 

EDF is one of the best laiown algorithms for real-time processing. At every new ready state, 
the scheduler selects among the tasks that are ready and not fully processed the one with the 
earliest dcadline. The cequested resource is assigned to the selected task. At any arrival of a 
new task. EDF must be wmputed immediately hcading to a new d c r  - i.e. the d g  task is 
preempted and the new task is scheduled according to its deadlie. The ncw task is processcd 
immediately if its deadline is earlier than the dcadline of the interrupted task Thc processing 
of the intenupted task is wntinued according to the EDF algorithm latcr on. EDF is not only an 
algorithm for periodic tasks but also for tasks wiih arbitrary requests. deadlines and S~MGC 

ucccution times [Dert74]. In this case. no guarantce about the processing of any task can be 
given. 
EDF is an optimal, dynamic algorithm: 1.e.. it produces a valid schedule whenever one cxist. A 
dynamic algorithm schedules every incoming task aard ing  to its specific dernands Tasks of 
periodic proccsses have to be scheduled in each period. With n tasks. which havc arbitrary 
rtady-hes and deadlines. the complcxity is 8(i?). 

EDF is used by different madek as basic dgorithm. An cxicnsion to EDF is the t ime-drh 
scheduler. Tasks are deduied acoording to their d d i e .  Furthamorc. the timbdnvtll 
xheduler is able to handle overload situatim. If an ovaload situation occurs the schcduia 
aborts tasks which can not meet their deadlines any more. If therc still is an overload situation 
the scheduia nmoves tasks which have a low "value dcnsity". The value deasity comspoads 
to thehporhceofa task  
Applying EDF to the scheduüng of continuous mcdia data on a single pmxssor machiue with 
priority rchedulia& pmccss prioritics art likeiy to be rcarrangcd quite o k  A W t y  is 
~edtotachtaskrcadyfor~ingIiccordingtoits*~Common~usually 
pmvidedy  a r e s ü i c t a d n i m i b c r o f ~ t i s  I f t h e ~ p r i o r i t y o f a n c w ~ i s n o i  
amihblc, ihe p r i d a  of otha prrwxssts have to be ramngcd imtü the r q d  p&&y is 
h. In ihe wurst casc, the prioritics of all processcs have to be reammged. 'Ihis can cause a 
d d c r a b l e  ova-hcad. The EDF scheduüng algorithm itself makcs no use of thc prcviously 

- hownocmmence of periodic tasks. 

Rate Monotonic 

Thc Ratc Moeotonic schcduiing p ~ c i p l c  was introduced by Liu and Layiand in 1973 
-731. It is an optimaZ static, prioritydtivcn aigorithm fix prccmptive. paiodic jobs. Opti- 
m a i i n ~ ~ m e a n s t h a t t h a t i s  nootherslalicalgoriüunthat isabletoschcduie atask 
set which can not be scheduied by the rate monotonic algorithm. A pmcess is scheduied by a 
static aigorithm at the bcginning of the processing. Subscqucntly, cach task is p r o d  with 
the priority caicuiatcd at thc begiming. No -er scheduling is rquirui. The following five 
assumptions art ncccsay prcrequisits in applying the rate-momtonic algorithm: 

1. Thc rqucsts for all tasks with dcadlincs are puiodic. 1.e.. with eonstant intavals 
bdwetn consecutive requests. 

2. The pmessing of a single task has to be finished before the next task of the Same data 
stream becomes ready for cxecution. Deadlines wnsist of mn-ability wnstrains only. 
1.e.. each task must be completed before the next request occurs. 

3. The request of tasks is indcpendcnt 1.e.. the requests for a ccriain task do not depend on 
the initiation or wmpletion of requests for any other task. 

4. Run-time for each request of a task is constant. Run-time denotes the maximum time 



which is requued by a processor to execute the task without intemption. 

5. Any non-periodic task in the System has no required deadline. Typically they initiate 
periodic task or they re tasks for failure recovery. They usually displace periodic tasks. 

Furtha work has shown that not all of these assumptions are mandatory to employ the rate- 
monotonic algorithm E S T 9 1 .  SKGo911. Static priorities are assigned to tasks at connection 
set up phase. according to their rates. The task with the shortest period gets the lowest priority. 

5.2 Schedulability Test 
To t a t  whdher a new task can be scheduled using R M  or EDF scheduling, the following con- 
dition must be met 

R i x P i 5 B  
011 rasks i 

Index i idmtüles all multimedia tasks. R, denotes thc maximum processing rate of task i, P, is 
the pmccsshg time per-paiod, and B is thc schedulability bound For RM scheduling the 
schcdulabiiity bound is dctamined by B=In(2)=0.69. Thc scheduiability bound of EDF sched- 
uling is B=1. 

Each multimcdia application has to specify the workload it will generate. ?Xis workload QoS 
spccificatim consists of thc p m s i n g  rate R and execution time per period P. The rsource 
managanent system perfonns thc scheduiability test to decidc whether fhis new application 
can be aacpd. If enough CPU capacity is available to exccutc the new application without 
dishubiing cxisting applications the schaduiability tcst rctums succasfuly. As AS h m  the 
abovt fomiolq the pmccssing time is an impOrtant pmmcter for thc schcduiabiiity tcsf how- 

the dUudnation of t h a c  valua is still a largcly uaresolved issue in the arca of CPU 
schcduümg. 

5.3 Specincation and Measurernent of Processing Tune 

l%e pmccssing time is a key parametcr for the schedulability ta t .  Reservation and scheduling 
of muitimedia processcs can be only pafomed if the processing time is previously well- 
knowa Dcvdopas of multimedia applicatiom must thcrefm be supportcd by the resource 
managancnt systan to dctamine the consumption of processing time for the CPU nsom.  
We dche the processing time of an applicatim pn>cess as follows: 'The p m x s i n g  time of an 
application p m s  is thc o v d l  diuation in which thc CPU is ocnipicd in orda to perfwm 
this application task." 
in Figurc 2 it can be stcn that the pmccssing time consists of WO diffumt parts. in the h t  
place. it includes the pun  application codc exccution time on the CPU. Additionally. thcre are 
opaating systcm activitics to make the execution of multimedia applications possible. e.g.. 
wntcxt switches, initialktion and termination of U 0  operations. An exarnple is a multimedia 
application which plays an MPEG video stream coming from the hard disk Most parts of the 
CPU are utilized for ihe softwan decompression algorithm, yct the read operation also needs 
CPU time. at least to set up an asynchronous disk 110 operation to read the multimedia data. 

To automate the mcastuement of thcse proccssing times the Heidelbcrg Predictor of Exccution 
Timcs Tool (HeiPOET) has been developed. HeiPOET provida a wmputer-based prediction 
of CPU p m s s i n g  times and a refinement of mcasured values during the execution time of 
multimedii applications which are based on a strearn-handlcr rnodel. HeiPOET offers such 
functionality as: 
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Figwe 2: Definition ofProcesring Tune 

S&cation laneuaec for the ddinitions of ~aramäas of sham handlas - 
High prtcision of measurement rtsults by climinathg operating system intamptions - Computatioa of statistical rnmeasuranents to check the reliability 

Bascd on thcse measurcmeat resuits thc schcdulability test and CPU rts&tions can be b e .  
For htha dctail of thc HeiPOET architectm and use see -941. 

5.4 CPU Resource Reservation 

W h e D a ~ i l i t y t s t i r ~ ~ ~ t h c r e s a V a t i o a ~ c b n r a r e s t o n d i n ~ ~ -  
wtia dahbasc Thc rwavatiioa dacabaze is uscd by the rcsoiact mauagement system fOr 
book-kcepiig opnuions. Eacä acccptcd QoS q u e s t  is added to thc d o n  table, and 
must be kcpt und the m u i ~  appiicakion terminatu m-the QoS n~uiruncnis Change. 
Eabmmnents to cxisting rcsavatioas arc only allowcd if tht additionally rcquirod rcsormxs 
arc available. An cxample menation table is shown in Table 1. 

Table I: Example Resemfion Eble 

The most irnportant information in the reservation table is the CPU utilization of the speific 
multirncdia processcs (the product of proccssing time and rate). This information is uscd in the 
schcdulability test Additionally. the proccssing time of an application and i t s  related parame- 



ters are kept. If the rate-monotonic scheduling algorithm is used, the iixed sclicduling pnority 
of the application is computed and stored. Typical Parameters of a Motion-JPEG software 
decoder are shown in the first row of Table 1. The application takes 10.9 ms to decode an 
incoming M-JPEG frame, and the processing rate is 30 frarnes per second. Tbis process takes 
32.7 p e r m t  of the whole CPU capacity. Because the process has the second highest penod in 
this process system the process is assigued priority 1 

5.5 QoS Enforcement 
Thc enforcemait of the QoS guarantee is done by a two-staged nrchitecture: scheduler and dis- 
patcher. Based on the scheduling algonthm rhe schedulcr assigns each process of the system its 
comspondiig priority. The dispatcher ensures that the procss with the highest priority is run- 
ning on the CPU. This means the dispatcha is responsible to switch the processor context if a 
procas is running and a process with a higher priority needs to be served. 

' Considcx an audio aud a video stream scheduled acoording to EDF and RM algorithm: Let the 
audio strcam have a rate of 8000 samplds and the video stream a rate of 30 framds. Using 
RM scheduling the priority assigned to thc audio strcam is then higher than the priority 
assigned to the video stnam The anival of messages from the audio stream will intempt the 
pmccssing of the video stream. If it is possible to complete the processing of a video message 
that requests procasing at the critical instant before its deadline, thai the processing of all 
video rnessagcs to their deadlincs is e n s d  A feasible schedule exists. The priority of a task 

Figure 3: QoS Enforcement: RM versau EDF 

scheduled by using EDF depends on its task specific deadline. Figure 3 shows example sched- 
u l a  for both EDF and Rh4 algorithms. For further details on CPU resource management see, 
e.g., [Stei94]. 

. ~ 

6 Resource Management Applied to Networks 
Today we enwunta a great variety of dedicatd networks for multimedia communication. 
Analog telcphone networks are mostly used for audio communication. terrestrial and satellite 
nctworks for TV broadcasting, and digital cornputcr ncrworks for data wnirnunication. Thc 



future of communications will bc a scrvice-integraicd nctwork which providcs tlic cnd-to-c~id 
mnsport of all kind of digitized media using integrated QoS management mechanisms. Therc 
is research into innslation from cxisting networks to networks of the future. 

A classification of the most prominent nctworks is shown in Figure 4. QoS management in cir- 
cuit-mitched nehvorks is based on obvious binary decisions, e.g.. if the telephone network is 
capable to handle an additional call ihen the connection is q t e d  Once accepted such a a n -  
ncction, the QoS for speech hansmission would only be dcgraded in case of severe failures in 
the telephone System. Because of the a-priori channel resemtion broadband networks do not 
need to have QoS rnanagement 
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/ / \ =  \ 
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'Ihadon our work focuses on QoS mmaganent for packetawitched networks. One k q  
issue is the iategation of the differmt typcs of packet-switchcd networks into a common in& 
gratcd savice network with high bandwidth and QoS support In this section we d e s c n i  a 
schanc which cnab1es bcstcffort QoS in packet-switchcd nctworks with appropnatc m&- 
niws fku scaling of muitimcdis shams. 'Ihm arc many msm to use bcstcffcnt QoS as an 
altanatiyt to the guarantecd QoS f a  nctwak murcc  managemat 

Diffacnt muitimcdia app1icatioas have requkancats on the umuwnication 
syrtea As an exampIe, while video-on-d or auditxmdanaad appücatioas (in thc 
ncxt gcaaation of p r s a t  Hi equipmcnt) will bc vay sensitiyt to quaiity dudons.  it is 
quitc tasy to accept small tnmsmissioa crron in video confertncing scenarios (in the ncxt 
gcneaation of prtsent phones). According to the QoS requifunats, diia-a~t savice classcs 
can offer different setvice costs. 

A pre-requisite for resource reservation is a resouree management facility. Different classes 
of packet-switched networks are to be differentiated: those ihat already contain resource 
management mechanisms (e.g.. ATh4. 100BASE-VG-Ethemct). those that can be extended 
by appropriatc mechanisms (e.g.. Token Ring, FDDI). and those that do not provide any 
rcsource managemmt at all (cg.. Ethemd. Fast Ethernd). According-to ihe local buffcring 
or processing schemcs. rcservation mechanisms for ihe local resources can be supplied by 
routers and communication endpoints. Often the requests for a certain QoS must be handled 



by a network consisting of a broad mix of resources. LCthcrc 1s onc rcsourcc in a guarantccd 
connection which cannot give guaranteed processing bounds. the wholc s e ~ c e  is not guar- 
anteed. 
Using congestion congol, it is not possible to give guarantees, but an integrated trausmis- 
sion scheme resolves access conflicts to overloaded resources by a selective decrease of the 
overall transferrcd &ta. Multimedia streams belonging to a high QoS class can bc protected 
by using thc priorihzation scheme. - Guarantd QoS for variable bitrate (VBR) &ta fnnsmission is inefficient. in most reserva- 
tion protocols a constant bandwidth is required Therefore VBR transrnissions often are 
considered as coustant bandwidth streams with the average overall bandwidth as a paramc 
ta. Howevq in the worst case all muitimedia s&eams reach their peek bandwidth at the 
same momcat and thc resources may not be sufficient. In this case an uncontrolled loss of 
packets will occur. There is also a compromise betwcen guaranteed transmission for the 

. worst case and ao  guarantee at all. A cutain base part of thc VBR stream is m t e e d  
using a rcsaurce management system. The variable part of thc bandwidth requkmcnts is 
handld with a bcst-effort service. using congestion mntml mechanisns. e-g., nehHork layer 
scaling. Resource monitonng ddtcts arising overloads. A controllai reduction of band- 
width rcquirements down to the guaranteed base Parts are used to handle the congestion. 

We describe the overall architecture proposed for scaling in the network layer. monitoring 
mecbanisms to detect congestions, and the dynamic adjushent of hlters in the network (for 
details see [WWSa94]). 

6.1 Scaling 
The dcfinition of scaling is daived froni [CSWZ]. mCM921: "Scaiing is the dynamic adjust- 
mmt of tniffic I o d  to the cumntiy available rrsource capaciiy." 

An example clariües thc principles of actwork layer scaiing: Figure 5 shows a simple network 
topdegy with two strcams of a multiparty camcction b w m g  in Rom B to a t q e t  via 
Routcr C and to Tatgct D. and a point-to-point connection from Sender A to a target via Router 
C. The monitor fuoctions of R o m  C ddect an ovaload situation and report this to the d e r  
of Routa C 'Ihe scaling device (scaler) ddccics that the congestion can be solvcd by reducing 
the hnfEc in S m d a  k Router B and Router C. Router C wds a SCALE-DOWN mesage to 
Seda A and Routa B. Both use a priority schane to decide which packcts shouid bc dropped 
to mcet the ncw. reducod data rate. ?he amouat to be dropped is d e h d  relative to the maxi- 
mum immnkion ratc negotiatcd in thc semp phasc of muitimedia -. 
'Ihe W From Router B to the Target D is not ovaioaded. So Router B forwards all incoming 
packds of the strtam to Targa D (muitipaity comoction). This results in different QoS in the 
two branches of the multicast tra. 
'Inc rcpoatuig of resource bottlcnccks to tbe upper layers of the cnd systems is the key issue of 
an integrated scaling scheme. Thereby upper laya scaling mechanisms at the senders and scal- 
ing mechanisms in the network layer can cooperate. 

6.2 Moni tor ing  Mechanisms 

A key resource for distributed multimedia applications is the network. If a network is unable to 
handle the application requircments, the network adapter buffer will be filled. This is a typical 
situation for bottlenecks in distributed multimedia communication scenafios: A mid-temi 
capaciiy problem of the resource "network" results in a capacity problem of another resource, 
e.g., thc previous buffcr. In casc of a long-tem~ ovcrload thcrc i s  an ovcflow of scnder buffcrs. 
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Thc .. - - dctcction -- . . of ovaflowing buffers on thc sender side is a d i i  indication of thc b o t t i d  
nawwk. H a t  different monitoring mechanisms are surveyed: monitoring of delay. through- 
put, utilizatiou, and loss rate. 

Delay Monitoring 

Dday monitors observe the procssing times of packets. Delay monitoring is suggested for 
d W o n  of CPU and network botüenccks. There are different ways of dclay monito- 

In thc transport laycr. each logicai data unit is qmsentcd by a tnmsport d c e  data \mit 
(TSDU). Each TSDU has an expecied h v a l  time on thc next network nodc. A TSDU aniving 
lata than cqcckd indicates congestion. 
T h a t  are smaal ways to definc thc cxpccted anival time of a TSDU. One coul4 for example, 
d&e its value simply as the a d  arrival time of thc previous TSDU plus thc period of the 
message s t m  (the reciprocal value of its rate). Additionally. thc anival iime of thc first 
TSDU of thc stream (or any other earlier packet) rather than the anival time of the previous 
packet could be used as the basis for the calculation. This helps to avoid faise indications of 
congestions in cases wherc the previous TSDU happened to arrive eady and the current TSDU 
has anormal delay. The cxpected arrival time is calculated as the "logical amival time" of the 
previous packet plus the stream period. 
But common routers work on the nctwork layer and do not know TSDUs. This algorithm fails 
whcn based on nctwork sewicc daia units (NSDUs). becausc it is oftcn impossiblc to assumc 



the sequence of network scrvicc data units (h'SDUs) bcins a pcnodic strcaiii. Tlicrc arc bursts 
consisting of a various numbcr of NSDUs which are caused by the segmentation algonthm in 
tbe transport layer. The above algoritbm can work with NSDU only ifthere is a reylator in thc 
network layer which s m ~ t h s  the bursts. and if all TSDUs havc the Same size (i.e.. thc same 
oumber of NSDUs). Then the NSDUs will also have a pendic behavior. However. in most 
networking stach these assumptions are not met. 
Filling each NSDU with a timestamp at the sender and in each router can also solve the above 
pmblem, because the delay measurement is based on the links. This mechanism is expected to 
be too expensive for the routers and the network layer prorocol. Therefore it is often appropri- 
ate to monitor delays in the network nodes within muters. Assuming there would be a mecha- 
nism to mark cach TSDU beginnimg the NSDU header at the sender, the monitoring of iSDU 
delays is possible. To solve this problern a "start bit" in each NSDU heada is used to mark the 
fint packet of a TSDU (detailed desaiption see [WWSa94]). 

'Throughput Monitoring 

'Ibroughput monitoring is used to detect CPU and network overloads by watching the packets 
leaving thii rsource. The monitoring mechanisms that are mostly used for throughput are 
lcaky buckct and moving window mechanisms. 

Leaky bucket throughput monitoring mechanisms are based on simple packet Counters which 
are iacremented by 1 every time a packet a"ves and decremented by 1 in fixed time intervals. 
Anothn technique is the jumping window mechanism, in which the throkghput is measured 
within a fured time intea-val. The new time interval starb immediately at the end of the preced- 
ing time inta-vai. 

In the movkg window throughput monitoring mechanism the throughput (TPT) of a stream in 
a givm time iatuvai rTpr is dctermined by the sum of the length of packe being &an.smiiQcd 
for this strcam in this intcrvai, dcvided by the time interval. For exampl~  the interval rypTcan 
be d&ed u tfie last second [I-I. 21. when r is the current time. 

-- -- 
All t ype~  of throughput monitoring aik suitable for constant bit-rate stream, whereupon case 
the expccted throughput is a h e d  value. Throughput monitoring can also be used for muitime- 
dia strcams with variable bit rates. When the monitored throughput falls below a minimum 
threshold this indicates problems of previous resources. 

Utiiiition Monitoring 

U t i i i i m  monitmbg can be uscd for CPU. näwork, and buffcr ~wounxs. The u t i l i i n  of 
resourcts can be mmputed by dividing the cwrently used parts of a rcsource by the overail 
capacity of the Iwource. 
For ucample. the CPU ut i l i t ion  can be computed by maur ing  the time spent in the IDLE 
state. Usually. the CPU is loaded with time-cntical aad non-timedtical pr-es. The time 
critical processes should have a reservation for a certain paccntage of tbc processing time and 
will also have a high pnonty for the scheduling scheme. The rest will be spent for non time 
critical procases. So  an overall CPU load ncar 100% does not necessarily mean that the time 
cntical processes cannot get enough time. It is recommended to separately measure the utiliza- 
tion for multimedia real-time communication. Additionally. per-process monitoring of CPU 
consumption allows a more sensitive scaling by noting the different loads of multimedia appli- 
cations. 



h s s  Rate Monitoring 

A problem arising when only delay is monitored is the definition of a ihreshold valuc abovc 
which congestion is assumed. Another direct indicator to detect congestion is the rate of packet 
lost. To adjust the value a f  the threshold wlue for the delay, the monitor wntinuousiy wm- 
pares the mean delay to the wrresponding value of the mean loss rate. 
An assumption needed to enable the detection of lost packets is that all NSDUS of a stream are 
numberad in sequence. The numbering is done by the sender. n i e  effort is very ~OW. 

The transmission algorithm must keep the sequence of packets through the network. Unlike the 
transmission of packets with IP. the sequence of packets in most protocols for real-time trans- 
port of multimadia data will be retained. because the mute of a sirearn through the network will 
not bc changed and t h a c  is no parallel p&mg of packets of the Same stream in a muter. If 
therc are gaps in thc order of packet numbers, the packets thai have thcse numbers arc consid- 
cred as lost packets. 

'Ihc d c t d o n  of  comtptcd packe& is an indication of nehvork hilures, but not a good indica- 
tim of 1~)urct Wen& Additionally, the ddcction of comipted pack- r t q h  a niy 
t b x a m m h g  wmputation of ~ ~ ~ ~ c h e c k  sequcnces Comipted NSDUs will thdoic not 
b c d d d  
'Ihc ihreshold for 105s-rate monitoring must be variable. Assuming a network problan has 
been detectad pack& arc dropped. In this phase the threshold for l o s  rate monitoring must bc 
incrrascd to prcvent morc boiticncck detcctions from the loss-rate monitor. 

6.3 Filter Mechanisms 
Fiituscanbcchaugcdiuthcstrtamstbipphascas weil a sdyuamidy  atruntimc.Shorttam 
cmgcsih ofresoiirces can be rnauaged usine. filtas befm the resourcc Mid-tam and losip- 
~ ~ ~ ~ ~ a n e s h ~ d b e p r o p a % a t e d t h r o u g h t h c n d w o r l ~ n o d c s h ~ &  
to thc seeda, M s  aff- thc 4 of fütcrs on this mute. 
If a rrsounx W e n &  is deteckd, thc monitor sends a scaling messagc to thc previous 6itq 
*ch 0 t h  . . . . . conskts -. . - of three values (see Figure 6). 

Figwe 6: We-Down Prvtocol Da& Unif 

Thc fht paramck d e ~ ~ l b e s  thc rehation of the data throughput in relation to a maximum 
thraighput value ncgotiatad bäwtea scada and d v a .  Thc daxation is not dcsabed in 
rclatim to thc achial traffic to prcvat  unjusted scaiing of muititncdia strcams. For cxampie, 
whcn the scaic down messagc is related to thc actual data rate, a m m e d  di messagc 
would a f k t  multimcdia strtams bang cumntiy downscaled much morc than &ed moiti- 
r n d i  streams. The reiaxation paramcter is accompanied by a time vaiuc w-hich spe&cs the 
validity of the scaliig mcssagc: the duration parameter. When the scaling messagc tima out, 
the sender can increase the data rate again. If the wngestion still continues, the recciver can 
send further scaling messages to increase the value of reduction. or the time value. or both. 
Later scaling messages substitute older ones. If the time value matches the constant PERMA- 
NENT, a permanent filter is installed and the scaling message results in a permanent degrada- 
tion of thc data rate. n i i s  mechanism is uscd to handlediffcrcnt receiver requirements. 
To gain more flexibility in scaling policies the scaling message shall hold a list of rnultimadia 
strcam identificrs. I f  this value is sct to ALL. all streams flowing through the overloaded 



resource (e.g. the succeeding network) are affected by the scaling activitics. Otlicrwisc only tlic 
streams addressed by the STREAM-ID field will be scaled. As an alternative to the reduction 
value, the scaling message can contain a priority mask which specifies the priorities of the 
packets to be dropped. This allows upper networking layers to descnbc and propagate static 
and dynarnic filters. In case of long- and mid-tem overload. scaling messages are also for- 
warded by filters to previoris filters. 

7 System Architecture 
The employment of continuous media in rnultimedii systems imposes additional. new reque-  
ments to the System architectwe. A typical muitimedia application does not require p m i n g  
of audio and video to be perfonned by the application itself. Usually data is obtained firm a 
50u-c~ (e.g. miaophone. camera, disk. ndwork) and is f o d e d  to a suik (e.g. speaker, dis- 
play. network). In such a casc the rc~uircrnats of mtinuous rnedia data W satisfed bcst if it 
takcs "the shortest possible path" through the systun. i.c. to copy data diradly hnn adaptcr to 
adaptcr. The prognun then rnaely scts the corract switchcs for the data fiow by co~ccfing 
s0wr-s to sinks. Hence the application itself ncva rcally touchcs the data as is the case in ba- 
ditional pmcessing. A pmblem with copying frorn adapter to adapter is the control and the 
change of quality of service Parameters. In rnultimedia systerns such an adaptcr to adapter con- 
nection is ddined by the capabilities of the two involved adaptm and the bus performance. In 
todays systcms this c o ~ e c t i o n  is static. 'Ibis architechirc of low-level dita sireamQ corre- 
sponds 6 t h  pmpsals for using additional ncw busses for audio and video transfcr within a 
compatn. It d s ~  dies a switcbbasd d then a bus-based data transfa architacturc. 
Note, in pmdce we encoMta heada and t r a i l a  s n r ~ ~ ~ ~ d i a g  any Iaad ofcontinuais mcdia 
~ ~ g f i a m d e v i c e s a n d b a n g d d i v a c d b t h c d m c e s . I n t b e c a s e o f ~ v i d e o  
aaEo eg. &e MPEG-2 program stFtaa it coatains scvaai was of hcadas c impad with thc 
acrual group of pictures to be displayed. 

Most uf today~ rnultirnedia systmis have to cocüst with mvcntional data proccssing. Thcy 
share hardwarc and softwart components. For instance. the traditiod way of pmtocol pro- 
ccssing is slow and wmplicated In high s p d  networks pmtocol procssing is the boä1cneck 
bsause it cao not provide the necessary throughput. AotDcoL likc VMTP. m L T  and XTP 
tiy to ovcrunne this drawback but rtsearch in this arca has shown that throughput in rnost 
cammuuicalicm systcms is not bounded by pmtocol rnec* but by the.way they are 
implemcatcd Tune intensive operations an, for cxample. physicai buffa eopying. S i  the 
rnmioly on the adapter is not very large and it may not store a fcw relatcd and compressed 
imakes, data has to be copied at least once h m  adaptcr into main aemoiy. Furtha copyhg 
rhould bc avoided. An appropriate Wer managment allows opmdons on data without per- 
f o d g  any physical copy. In operating systans like UNIX the buffer mauagemcnt must be 
available in both. the user and the kerne1 space. The data nced to be stored in shared memory to 
avoid copying bctwcen user and kerne1 space. For further paformance impruvanenf protocol 
pmessing should be done in thrcads with upcalls. i.e. the pwtocol p m s s i n g  for an incoming 
message is done by a single thread. The wst of context nvitches of such threads are low. 
Developrnents to support such a pmtocol process managernent. are for exarnple, STREAMS. 
Berkeley UNIX. and X-Kernel. 

Tbe architccture of the protocol processing System is just onc issuc to be considered in the 
system architecture of rnultirnedia supporting opcrating systems. Multimedia data should be 
d e l i v d  from the input device (e.g. CD-ROM) to an output device (e.g. a video decornpres- 
sion board, or a video card) across the fastest possible path. The paradip  of streaming from 



sourcc to sink is an appropriatc way of doing this. Iicncc tlic multiincdia application opcris 
dcviccs, cstablishcs a connection betwccn thcm. siaris the data flow, arid rd-s to otlier dutics. 

Figure 7: Reai-~Une and non real-time envüvnmen& 

l l e  most dominant C-CS of muitimedia appiicothns is to prcsave the temporal 
r q a k n a d  at tht time. ihacfote multimuüa data an handled iu a d & t e  

n a l & ~ ~ ~ . ~ e ~ ~ ~ ~ d & w i t h a l l d a t a t h a t h a ; t n o h ' i m i r i g r c q n i r e -  
mmts F- 7 shows the appmached mhitecturc. Multimedia U0 devices art in genaal 
accessed from both envüouments. Data such as a video iiame, for example. is passed h m  the 
RTE to the X-Wmdow setver. 'Ihc RTE is controlled by related functions in the NRTE. The 
establishment of communication connections at the start of a stream must not obcy h i n g  
requirements, but the data pmcasing for established conncctiom has to. All contml frmcticm 
arc pufonned in the NRTE. The application usuaily only i n t e h x s  thcsc oontrol fimctions and 
is not iavolvd in the active continuous maiia data handii i  l'ha-cfore the muitimedia appli- 
catia i t s d f t y p i d y  runs ia the NRTE and is shielded h r n  thc RTE. In some sccnarios, usas 
may Want appiicatious to pnxfis continuous d a  data in an application specinc way. in our 
mbdd such an applicatim compriscs a module running as stmm handla in the KIE Thc m t  
of thc appü& run in the %TE. Both usc the a d a b l e  s k m  cootral intcrf-. System 
progmm such ar; communication p r o t m l  processing of datab~se data transfer progmms, 
nake usc of this prognimming in the RTE. whcnas applications like media communication 
and media interaction are relicved from the burden of programming in the RTE. niey just 
intaface and control the RTE services. Applications detemine processing paths which are 
needed for their data processing and the control devices and paths. 

To reduce data copying buffer management functions are cmployed in the RTE as irnplementa- 
tion means for data transfer. This buffer managemeot is located betwoen the stream haodles. 
Stream handlers are any entities in the RTE which are charge of multimcdia data. Typical 
stream handlcrs are filter and mixing functions. but also parts of thc communication subsysteni 



descnbed above can be treated iri the same way. Each swam handler has endpoints for input 
and output through which data units fiow. The stream handler consumes data units frorn one or 
more input endpoints and generates data units through one or more output endpoints. 

Digital multimedia daia usually "enters" the computer through an input device, the source, and 
"leaves" it thiough an output device, ihe sink. Sources and sink are implemented by a device 
&ver. Applications access stream handlers by establishing sessions with them. A session oon- 
stitutes a virtuai stream handler for exclusive use by the application which has created it. 
Dependiig on the requüed QoS of a session. an underlying resource management subsystem 
multiplexes the capacity of the underlying physical resources among the sessions. To manage 
the RTE data flow through the siream handlers of a multimedia System, conlrol operations are 
used wbich belong to the NRTE. These functions make up the s t m m  management systerns 
in the multkncdia archit~ture. Thcrc are operations provided by all s t m  handlers (e.g., 
opcratiom to cstablish sessions and to w m a t  theü endpoints) andopcrations specific to indi- 
vidual sircam handla (thcy usually detemiinethe wntent of a multimedia siream and apply to 
particular U0 devices). 

Tüe coonected scssion endpoints have to generate and consume data streams of corresponding 
media typcs. Digital audio and video arc encoded as sequences of bytes. Such sequences are 
commonly referred to as ropes. 

~pplications are placed in the NRTE. Some applications have the need to correlate discrete 
daia such as twrt and graphics with continuous sireams or to post-process mdtimedia data (e.g. 
to display the time stamps of a video slream i i ie a VCR). 'Ihesc applicatioos need to obtain 
segmats of multimcdia at the slrcam handler intaface. W~th a grab function the segmcnts are 
copied to the application as if stnam duplication took p l m  Due to this opcration the &ta 
uni& loosc thcir temporal propeda because they enter the NRTE. Applicatiolls that have to 
gcaaak or ~ f o m  multimedia data kecping the real-time charaaaistics must provide or 
usc a strcam handla included in the RTE. which performs the required processing. 

8 Conclusion 
This paper presents a comprehensive survey on what we assume and encounter to be the multi- 
media applications. After an analysis of these applications we derived the kcy danauds. which 
lead to the nsessity of having rtsource managmient for CPU and networking. We always 
cncountcr the schedulability tesf QoS calculation. resource reservation and enforcement to be 
p e r f i i e d  We showed how real-time EDF and rate rnonotonic scheduling is applied for mdti- 
media data proctssing as the kcy mforcement mechanisms of resource management The same 
machanisms can be applied to networking. There we dcscribed how traEiic over nondetemin- 
istic networks is managed; kcy issues for network scaling mechanisms are rnonitoring and fil- 
tering. Finally all of today's multimedia systerns compnse of a non real-time and of a real-time 
environment. 
Having multimedia Prototypes and products we still encountcr a set of challenging issues with 
work in Progress which we have not explicitly discussed abovc; among them the most impor- 
tant are: 

(1) It remains difficult to estimate tlie processing requiremcnts ofthc programs which handlc 
multimedia data with tirnc constraints. Howcver. this is nccded for rcscrving thc 
involved resources correctly. 

(2) At run time wc necd a supcrvisor Cunction which cliccks tlic allocatcd rcsourcc capacitics 
against thc currcntly uscd capacity. Thib task will bicoiiic casici i i i  tlic F u i u r i  if wc will 



have integatcd multimcdia capabilities into the operating systems tlicriisclvcs. 
(3) EDF and rate monotonic scheduling assume the different processes to be independeni. 

However, very often some processes mn concurrently as they have a strong relahonship 
between ihemselves in t m s  of, e.g.. lip sychronization requirements. 

(4) The resource management shall take into account all resources between source and sink. 
The most crucial resources are CPU, memory, nehvork, file system, and the exclusively 
used resources (i.e. the components such microphones, speakers, compression hard- 
ware). W ~ t h  the advent of more multimedia application ninning concwently. we will 
need to look more carefully at other resources liie the local bus and the file s y s t m  on 
CD-ROMS (as shared resources). 

( 5 )  In distributed multimedia systerns we have the strong need for compatibility in temis of 
data formats and protocols for. e.g.. resource management. Today in the resource 
management protocol domain, there is competition between pmprietary solutiots. RSVP 
and ST-II. 
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