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Abstract:

This paper starts with presenting a survey on multimedia applications, which arc ordered
according to the respective function in the media processing chain: from the media capture
process over media preparation, media integration to media interaction and media communica-
tion. The most specific stringent multimedia requirements for these applications are the band-
ling and the storage of the huge data amount and throughput, taking into account the real-time
demeands and the restricted end-to-end delivery. L¢., data processing needs, specified as quality
of service parameters, must obey rules which allow to provide time guarantees. This is done by
an appropriate resource management which is comprised of the establishment as well as of the
enforcement of these guarantees. Therefore, the system architecture of all involved resources
comprises of real-time and non real-time domains. Following the application's survey, this
paper outlines the required system capabilities for local as well as distributed systems.
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1 Introduction

*‘Multimedia' comprises audio and video in computing and communication. A multimedia
application makes use of continuous media as well as the traditional discrete media such as text
and images. A multimedia system must be capable of coping with the dcmant_is.ansmg from
the integration of these media and to allow for such applications to run in the digital computer
domain [Stei93]. At the IBM European Networking Center we have devcloped over the lt}st 5
years multimedia operating system extensions, multimedia communication systems, multime-
dia programming toolkits, and multimedia applications. With respect to the challenges of these
developments we encounter two questions, which we have been asked very frequently:

Which are the multimedia applications?
Is is certainly difficult to clearly distinguish between multimedia and non-multimedia applica-
tions. This can be approached by making use of a definition on what is said to be multimedia
and what is not, taken from [Stei93) and [ICMCS94]: “Multimedia is characterized by the
computer-controlled integrated generation, manipulation, presentation, storage and communi-
cation of independent digital information, This information is most often coded in a continuous
time-dependent media (e.g., audio, video) as well as discrete time-independent media (e.g.,
text, graphics).” However, in the following we do not want to focus on this precise definition.
We want to cover the whole set of applications which make use of digital audio and video.
Therefore we developed a media flow and processing chain in which all applications are
embedded: From the media capture process over media preparation, media integration to
media interaction and media communication. ‘
In contrast to other surveys we decided not to group applications according to the market scg-
ment or branches like education, entertainment, medicine or many others. The reason is two-
folded: (1) the same applications arc often used with different contents in the various market
scgments, and (2) many marketing oriented application surveys exist, which do not help to
ideutify the key issues multimedia systems must provide.
What are the key issues of multimedia systems?
.. 1t is easy to understand that video requires higher throughput and storage capacity than other
media; this would just makes the systems larger and faster. However, analysing the multimedia
demands derived from the applications, we encounter that continuous media data must be
processed with real-time constraints in the same way as digital telephone data is processed at
digital switches today. Therefore for guaranteed quality all the required resources must be allo-
cated at the call set-up phase. This resources provide the demanded guarantees, which are
specified in terms of quality of service parameters. At the actual data transmission phase the
guarantees must be enforced by appropriated data bandling including real-time scheduling. It
must be observed that the guarantees apply to the whole path from the source(s) to the destina-
tions(s). Even in a local eavironment we encounter the same paradigm of call establishment
before the actual data move, copy or transmission takes place. However, the path of media
transmission is often comprised of traditional computer networks, which do not allow for guar-

anteed reservations; hence best-cffort quality of service is applied which is based on appropri-
ate media scaling techniques.

In this paper we answer both questions; and we want to establish a clear understanding of what
arc the multimedia application and why all facts around resource management are the key
issues. We subsume tools such as editors to be considered applications as well, this allows us to
broaden the scope without running into discussions about the bordering line between tools and
applications. :

Certainly there are more issues which might be addressed including workstation architectures,



optical storages (like CD-ROM/XA), compression (like JPEG, MPEG and H.?.é_l), latcractive
document architecture and presentation standards (like MHEG, HyTime, ScriptX), content
based database retrieval, object-oriented toolkits for programming, and synchronization. We
decided to restrict our view to the roots, which must be available and all other issues rely on,
because these allow us to provide the reader with a decper understanding and not just with an
annotated set of catchwords.

In Section 2 we survey multimedia applications and in Section 3 we summarize the multimedia
application requirements. Section 4 introduces the notion of quality of service, resources and
resource management. Section 5 presents the resource management applied to the CPU and the

subsequent section show how to apply it to networks. In Section 7 we finally outline the result-
ing system architectures.

2 Multimedia Applications

It is very difficult to extract the specific multimedia requirements out of the set of applicatiouns
and tools. However, in the following text we will (1) survey and categorize the whole set of
known multimedia applications and (2) to derive from each category the key requirements.
Hence, we ordered the applications according to the respective function in the media process-
ing chain starting with the capture items and ending with the interaction and communication
process.

Media Capture

Media Ceapture covers all applications which help to introduce media into the computer or to
trausform information coded in one media to another: “Media Capture is the process of trans-
formation of analog environmental information to the corresponding digital representation in
the computer.” All types of frame grabber, audio analog to digital conversion and subsequen
coding tools, image scanning, MIDI code gencration tools, OCR (optical character recogni-
tion) software, and spoech recognition-applications are typical examples. Also- all- control
applications of compression and decompression are subsumed into this category of applicz-
tions.

Continuous media data gathered from a live source needs to be processed in real time, other-
wise information is lost. Continuous media data captured from the analog storages, such as
from an video player, can also be processed off-line without real-time requirements. The same
applies to discrete media capture applications. Hence, the derived requirements depend more
on the actual use of the media capture application than on the respective media itself. In appli-
cations where the result of media capturing is presented immediately, real-time constraints
apply. Here we also need to keep the end-to-end delay within certain boundaries.

Media Preparation

Media Preparation denotes all applications which transform digitally coded media. By “trans-
formation® we mean to apply some perceivable change to the respective data. Typical media
preparation applications for images are CorelDraw (for the purpose of creating and changing
drawings) and Adobe PhotoShop (for modifying and assembling images). An audio mixer pro-
vides all features to be applied to audio streams and a video postprocessing application aliows
to edit and manipulate video strcams. Here we can also make use of tools for automatic parsing
of media streams for later indexing and easier retneval from databases (like for videos as
shown in, ¢.g., [ZKSm93]). Often we encounter applications derived from the television studio
environment, which allow to manipulate audio and video together. In order to keep thic scope



of our catcgories well defined, such an editing application belongs to the next category. The
requirements for media preparation applications are the same as those for media capture.

Media Integration o
Media Integration comprises of all applications which assemble data encoded in different
media. It is assumed that the media itself (the single media) is processed by appropriate media
preparation applications. _

A audio-video editor is an example of a media integration application, which very often com-
prises of media preparation as well as of media capture functions. Any video editor applica-
tions can cither be linear or non-linear. A Jinear editor allows us to edit audio video data in the
sequeantial mode only, i.c., portions of the data arc cut and later-on assembled together. The
technique is most often based on the control of externally attached video recorder machines,
where data is copied from onc machinc to another. On the other hand non-linear editing allows
us to assemble data in a random access mode, like in the cut and paste paradigm of window
systems. This is certainly the better approach but, it mostly requires extensive digital process-
ing of the respective data in the computer.

In the area of discrete media we encounter a large amount of word processing and desk-top
publishing tools which allow us to assemble and edit data coded in several discrete media,

The integration of both domains is done by several hypermedia systems and by presentation
generation tools which allow us to include user interaction. The IBM Ultimedia Builder and
the Asymmetrix ToolBook are products which provide such capabilities. .

The interaction with media data demands real time if it operates in a WYSIWYG mode. And
even here the respoasc time (also known as end-to—<end delay) has to be low, but it is not as cru-
cial as in the case of telephone-like dialogue applications.

Media Interaction

Media Interaction is the focal point of most consumer application; Whereas today we have less
intcraction and more media distribution (a passive consumer behaviour) with multimedia com-
puting we allow for more interaction. However, the passive mode will also survive; this transi-
tion to more interactivity will happen smoothly,

Preseatations which were assembled by applying media integration can be read, traversed,
played back or experienced using these media interaction applications. A typiczl example are
kiosk systems, a computer based information system. They are located in public areas, with
which, through an intuitive user interface information can be recalled or transactions can be
triggered [HoHe94].

The core of kiosk systems are the stored content data and the structure of how this data is
related; both are often stored in a database. Most of todays systems still do not distinguish
between the different categories of data: (1) the structure of how the information items are
rclated to each other, (2) the generic content data which is not allowed to be modified by a
kiosk provider, and (3) the specific content which may be modified by the kiosk provider. As
an example, let us assume we have an clectronic banking kiosk which includes offers of a real
estate agency. The local kiosk provider will not change the application and the respective back-
ground images but, he will often add or remove the actual offers of houses to be sold. This
structure follows the model of different groups of people intcracting with the kiosk: The user
just plays back data and makes use of this system. The owner at the local agency or bank
makes changes of content but does not need to have any knowledge on the design issues. The
cditorial provides the whole layout and the respective style guides. A kiosk production team,

which closely interacts with the editorial, builds-up the structure of the respective kiosk appli-
cation.



Inside the kiosk application the stored data is interpreted by an engine which closely iateracts
with the user interface agent. Here again we find that todays system have both fuaction iate-
grated into one block. A clear separation allows for (1) portability (as the user interface agent
covers most of the system dependencies), (2) easier adaptation to different kiosk data formats
(formats like MHEG are not yet widely used), and (3) ease of synchrounization (in order to
have, e.g., two remotel, located systems in the same state it is just required to have one eagine
driving two user interface agents).

Media Interaction will also enter the consumer market and step by step it will be part of televi-
sion and radio sets. This is often addressed in the context of Interactive Television. Today we
have video distribution and the user can just select one out of about 30 channels. In the future
the user may retrieve news at the time he wants and with the focus he prefers; he may also start
a movie at any time, and he will be allowed to traverse the movie in & very interactive mode by,
for example, being asked to participate to some extent and make choices at certain scenes. The
- way to full digital Interactive Television Systems consists of a sets of steps:

First, with digital video program distribution, we will just get more channels than today, per-
haps 500 instead of 30 or 5 channels. Therefore, the user needs some kind of guidance as he
will not be able to switch from channel to channel with the purpose of selecting a program.
Also the traditional weekly TV program guide on paper will not help as it does today. An off-
line transmitted multimedia TV program, which is used by selection assistance applications,
will guide the user to choose his favourite program by filtering the information flood with a
personal user profile. Such an electronic TV program can also be transmitted on-line together
with the TV signal in a multiplexed mode. This can be easily implemented if the whole trans-
mission is done in the digital domain over packet-switched networis. It could also be included
in the analog TV signal at the expense of an additional effort for user profile processing.

The user gets most of the channcls for free and can get access to some others in a nudimentary
pay TV mode. This is the pay per channel mode where we pay on a monthly basis regardless
of the watched programs. In the next step a channel back connects the user to the scnder. This
communication line can be used to initiate some transactions for ordeting goods. In such appli-
cations, mostly home-shopping type, the TV shows some articles to be bought together with
the respective phone number to be dialled for ordering purposes. Also other interactive appli-
cation which require very few interaction can run in this mode.

Video program on demand is 8 combination of these two steps mentioned above. The daily
program may be retricved and displayed, while the same computer which interprets and
decodes the TV program can automatically send requests back to the sender via dedicated
channels (¢.g., modem dial).

In the slotted video on demand mode the user can select one movie among a few and drop
into the program within the next 10 minutes. In this mode a part of the huge set of channels is
used to play the same movie starting at 10 minute intervals. A rudimentary random access with
8 coarsc granularity is possible; i.c., the recipient just switches from one channel to another.
The higher the resolution is, the more channels are required.

The video on demand set-up allows a user to retrieve audio, video, and other media at the time
the user wants it [CoMa94]. Here the potential offer of contents is substantially higher than in
the slotted video on demand mode. Hence, it will not be sufficient to transmit this information
multiplexed with the video signal. A sccond data connection operating in the duplex mode is
required. Depending on the amount of content, narrow-band 1ISDN can be used. Over this con-
nection the user gets the actual offerings; based on this he will make his choice. Subsequently
the video data 15 transferred to the user and displayed.

Depending on the price of this ‘pay per view’ technique, it may replace all video cassette rental



stores and perhaps also the retailers. In a realistic metropolitan set-up it will be very _dif’ﬁcult to
allow cach user 1o select any movie, start this movie immediately and control tt like a VCR
today. The reason is the large amount of data to be stored and transferred if we assume ‘thcrc
will be 100.000 users attached to this service who might want to watch concurrently. By hierar-
chies of video servers and a tariff which enforces the user to book movic at least some minutes
in advance this problem can be alleviated. Then it will be possible to transfer video data off-
line to « server (which in this case operates as video cache) next to the user. FI'O[EI the feasibil-
ity point of view such a tariff could look like (1) to charge DM 15 for the :mmedlatc play back
and full VCR control capabilities, (2) to charge DM 5 for an advanced booking of at least 15
minutes and full VCR capabilities, (3) to cost DM | for an advanced reservation of 24 hours or
more and no VCR capabilities, (4) to cost nothing or very few if the users drops into a channel
in the mode it is in today. In the third case the system can make use of multicasting the same
movie to other potential users, therefore no one should have exclusive control over the movie.
Another factor of the tariffs is to correlate the price with the amount of commercials. The same
is possible for audio only, which in such a case would replace audio CD archives. It is very
likely that video on demand as described above may first be commercially successful in
restricted set-ups with 100 to 500 users, like for example in hotels.

By interactive television the user may directly influcnce the behaviour and the next step in the
movie. This is done by allowing the viewer to choose between altermatives at different points
in the movie. The casiest way is to just have the action being described from different view-
points. In a more ¢laborated mode the choice of path Ieads to different stories. An early exam-
ple is the movie Tm your man' developed by the Controlied Entropy Entertainment in New
York [Bufo94). This movie is stored on a videodisc and runs for a total length of 20 minutes
whereas the total footage is 90 minutes. Every few minutes there is a branch and depending on
this choice the movie is continued. The creation of this type of movie will cost cousiderably
more than traditional movies with the same level of quality. It is said to be around 3 to 8 times
the cost.

With the advent of interactive TV a movie may be cither a traditional linear presentation or
even a full interactive game. Multimedia capabilities are required for more realistic games and
audio visual simulations. However the requirement for playing games are different to those of
todays multimedia workstations: Media is always presented and never captured. Such a system
demands high throughput in exactly one direction but not the reverse path into the computer.

Media Communication

Media Communication denotes all kind of applications, which involve more than one person
and is related to interpersonal communication. Video telepbony and video conferences are
applications which belong to this category. At this point we can broaden the scope to cover not
only audio and video but, also other media in the conferencing domein and encounter a large
set of CSCW applications. We also have applications which include type of asymmetric com-
munication like one teacher who interacts with a class in form of tele-tutoring. All multimedia
mailing applications with, .g., MIME, also belong to the media communication group. In gen-
eral the classical CSCW classification of a two by two matrix between communication at the
same time/at different time vs. communication at the same place/at different locations is suita-
ble for the whole set media commuuaication applications.

From the requirements point of view, applications with humans interacting simultaneously

demand for real time and for 2 well defined end-to-end delay. If the involved parties communi-
cate at different times then there are no such demands.



3 Aggregated Application Requirements

Having surveyed the above mentioned multimedia applications, they by themselves impose
new requirements on data handling in computing aud communications because they nced (1) a
substantial data throughput, (2) fast data forwarding, and (3) service guarantecs.

Audio and video data occur as streams and demands, even in a compressed mode, for high data
throughput. The MPEG-2 standards defines various compression schemes for video with asso-
ciated andio. There are 3 audio layers specified with different implementations and quality
requirements. Video is arranged in a set of profiles and layers which corespond to different
image qualitics and sizes. The resulting data streams range from up to 4 MBit/s to at most 100
Mbit/s. An excellent quality, compared with today's television, can already be achieved with
about 4 Mbit/s. In a workstation or a network, several of those streams may exist concurrently
demanding high throughput. Further, the data movement requirements on the local end-system,
- translate into terms of manipulation of large quantities of data in real-time where, for example,
data copying can cause bottieneck in the system.
The fast data forwarding imposes a problem on the cand-systems where these different applica-
tions can coexist in the same system, and they may have requirements on data movement rang-
ing from normal error-free data transmission to new time-constraint types of traffic. In general,
the faster the communication system can transfer a data packet, the fewer packets need to be
buffered. This requircment leads to a careful spatial and temporal resource management in the
end-systems and routers/switches. The application imposes constraints on the end-to-end
delzy. In a retricval like application, such as the video on demand example, a delay of up to 1
sec may be easily tolerated. On the other hand, dialoguc application such as a videophone or

video-conference demand end-to-end delays lower than typically 200 ms in order to allow for a
natural communication between the users.

The multimedia applications need service guarantees, or at least probabilistic commitments,
otherwise they will not be accepted as these systems compete with, ¢.g., radio and television
services. In order to achieve services guarantees, resource management must be used. Without
resource management in end-systems, switches, and routers, multimedia systems cannot pro-
vide reliability to the users in case of resource bottlenecks transmission over unrcserved
resources lead to dropped or delayed packets.

4 Resource Management Systems

The multimedia applications need for specific qualities of services (QoS) imply two important
requirements to the underlaying system: There must be an interface between the application-
oriented and the system-oriented modules of multimedia applications, which provides spexifi-
cation and exchange of the applications QoS needs and system QoS.

A resource management system is required to handle the specified QoS parameter by com-
paring the application needs with the available resource capacities in the local system and net-
works. The resource management system also reserves the required resources and enforces the
guaranteed QaS for the application. Management of local and network resources can also be
done with best-effort QaS. There is only a probabilistic commitment for the set of QoS
paramcters, however the QoS provided to the application will only be degraded when a
rcsource becomes a bottleneck . In case of resource overloads the application requirements are
scaled down for a certain time. Best-cfiort QoS is well-suited tf the underlaying resource docs

O



not provide QoS guarantces (¢.g., non-detcrministic networks such as Ethemct) and if tt1s only
required to reserve resources for the average case.

There are also combinations of both approaches: A minimum QoS can be reserved by using the
guaranteed reservation mechanisms, the additional QoS requirements are scrve_d on a best-
effort basis. This approach can help to save guaranteed bandwidth in case of variable bit-rate
(VBR) multimedia streams. The following section explains the notion of QoS, resources, and
describes both types of resource management,

4.1 Notion of QoS

Traditional QoS is provided by the network layer per connection. An enhancemeat of QoS is
achieved through the introduction of QoS for transport services. For multimedia netwarked
systems, the notion of QoS has to be extended because many other services contribute to the
end-to-end service quality. To discuss further QoS concepts and resource managemeat princi-
ples, we need a system model of the multimedia systems. We assume the following model for
the multimedia system: the multimedia system consists of two domains: application and
system.

The application domain contains modules for the programmer of a multimedia application,
e.g., programming abstractions for audio/video handling, or the run-time system for the

dynamic module management. The system domain is divided into two parts: communication
services and operating systemn services.

The requirements of multimedia applications and data streams have to be served by the single
components of a multimedia system. The resource management maps these requiremeats onto
the respective capacity. The transmission and processing requirements of local and distributed
multimedia applications can be specified accordiag to the following characteristics:
1. The throughput is determined by the data rate a connection needs in order to satisty the
application requirements, It also depends on the size of the data units.

2. We can distinguish between local and global delay:

a. The local delay at the resource is the maximum time span of a certain task to wait for
serving plus processing at this resource.

b. The global end-to-end delay is the total delay for a data unit being transmitted from
the source to its destination. The end-to-end delay is the accumulated local delay of
all resources which are involved in the transmission line from data source to data sink.
For example, the source of a video telephone is the camera. The destination is the
video window on the screen of the partner.,

3. The jitter (or delay jitter) determines the maximum allowed variance in the arvival of
data at the destination.

4. The reliability parameter defines error detection and correction mechanisms used for the
transmission and processing of multimedia tasks. Errors can be ignored, indicated and/or
corrected. It is important to notice that error correction through re-transmission is rarcly
appropriate for ime-critical data because the re-transmitted data will usually arrive late.
Forward error correction mechanism are more useful,

In accordance with communication systems these requirements are known as the quality of ser-
vice parameters.



4.2 Notion of Resources

A resource is a system entity required by tasks for manipulating data. Each resource has a sct
of distinguished characteristics described in the following model:

« There are active and passive resources. An active resource is the CPU or a nctwor_k
adapter for protocol processing, it provides a service. A passive resource is th_c main
memory, bandwidth, or a file system; it denotes some system capability required by
active resources.

« A resource can either be used exclusively by one process at the time or shared between
various processes. Active resources are often exclusive, passive resources can usually be
shared among processes.

« A resource that exists only once in the system is known as a single resource, otherwise it

is a multiple resource. In a transputer based multiprocessor system the individual CPU is
a multiple resource.

Each resource has a capacity which results from the ability to perform tasks on the resource in
a given time-span. In this context capacity refers to CPU capacity, frequency range or, for
example, to the amount of storage. For real-time scheduling only the temporal division of
resource capacity among real-time processes is of interest.

For example, process managemeat belongs to the category of active, shared, and most often to

single resources. A file system on an optical disc with CD-ROM XA format is a passive,
shared, single resource.

A possible realization of resource allocation and managemeat is based on the interaction
between clients and the respective resource managers. The client selects the resource and
requests a resource aliocation by specifying its requiremeats through a QoS specification. This
is equivalent to a workload request. First the resource manager checks its own resource utili-
zation, and decides if the reservation request can be served or not. All existing reservations are
stored, and their share in terms of the respective resource capacity is guaraateed. Morcover,
this component negotiates the reservation request with other resource managers if necessary.

The following example of a distributed multimedia system illustrates this generic scheme:
During the connection establishment phase the QoS parameters are usualily negotiated between
the requester (part of the multimedia application) and the addressed resource manager. The

. negotigtion starts in the simplest case with specification of the QoS parameters by the applica-
tion. The resource manager checks whether these requests can be guaranteed or not. A more
claborate method is to optimize single parameters. In this case two parameters are determined
by the application (¢.g. throughput and reliability), the resource manager then calculates the
best achicvable valuc for the third parameter (c.g. delay). To negotiate the parameters for end-
to-end connections over one or more computer networks, protocols like ST-1I [Topo90] and
RSVP [ZBEH94] are employed. Here, the resource managers of the single componeats of the
distributed system allocate the necessary resources.

In the following case shown in Figure 1 two computers are connected over a LAN. The trans-
mission of video data between a camera connected to a computer Server and the screen of the
computer User involves, for all depicted components, a resource manager.
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Figure 1: Components grouped for the purpose of video data transmission
This example illustrates that in addition to the individual resource managers there must exist a
protocol to coordinate these services, like the one in ST-I1.
4.3 Resource Reservation and Management

The tasks of a resource manager covers different phases of the allocation and management pro-
cess:

1. Schedulability Test: The resource manager checks with the given QoS parameters (e.g.

© - throughput and reliability) if there is enough rommining resource capacity -availsble to -~ -

handle this additional request.

2. Quality of Service Calculation: After the schedulability test the rwource manager cal-

culates the best possible performance (e.g. delay) the resource can guarantee for the new
request.

3. Resource Reservation: The resource manager allocates the required capacity in order to
meet the QoS guarantees for each request.

4. Resource Scheduling: Incoming messages from connections are scheduled according to
the given QoS guarantees. At the process managemeat the allocation of the resource is
done by the scheduler at the moment the data for processing arrives.

With respect to the last phase for each resource a scheduling algorithm is defined. The schedu-

lability test, QoS calculation and resource reservation depend upon this algorithm used by the
scheduler.

9



5 Resource Management Applied to the C’U

This section describes the specification, reservation, and the enforcement of guaranteed QoS
parameters with the CPU as resource. The CPU, being the principal local resource to be man-
aged for all multimedia applications, requires functions especially for schedulability test,
resource reservation, and the enforcement of guaranteed QoS parameters, to enable the pro-
cessing of real-time multimedia data. In general, application generated CPU workloads can be
divided into the following service classes:

« non real-time processes

coatrol processes handling real-time and non-real-time tasks
real-time processes with soft deadlines

« real-time processes with hard deadlines

The first class contains processes without tight deadlines. Examples for this type of applica-
‘tions are programs for most Media Capture, Media Preparation, and parts of Media Interac-
tion applications. Because these applications have no real-time requirements they may run
with the lowest priority among the above classes. In most CPU reservation and scheduling
schemes at least a small amount of CPU capacity will be reserved for such applications to

avoid starvation. This part of the CPU capacity can be managed using classical strategies such
as round robin or muiti-level feedback.

3

Control processes regulate the access to certain resources. For example, an important control
process for the CPU is the scheduler. A control process can also be used to reserve network
resources in the setup phase of Media Communication applications. On the other hand the
same control process can be involved in the transmission of real-time messages, e.g., acknowl-
cdgment messages to trigger retransmissions of lost or corrupted data units in small networks
[DHHH93]. Control processes should be handied in a deterministic manner with high priority.

Rezl-time processes with hard deadlines (c.g., manufacturing control systems) are most often
processed by dedicated systems. For this class of applications there exists a great variety of

- scheduling and reservation mechanisms [CSRa88]. Though it is difficult to integrate hard real-
time systems with multimedia applicatious, it can be done [SCZh93].

Most multimedia processes, especially applications for Media Interaction and Media Commu-
nication, can be considered as soft-real-time processes. If a data unit is processed too late or
lost, this is not necessarily noticed by the human viewer. To avoid disruptions a characteristic
quality of the media presentation is required. To describe these processing requirements of
multimedia applications, a characteristic set of QoS parameters must be defined. For example,
the playback of a video stream requires a picture loss rate below a certain percentage, and that
cach logical data unit (c.g. video frame) must be displayed at a certain point in time softcned
by a certain delay jitter. In a multimedia system resource reservation mechanisms and QoS
enforcement strategies are used to guarantee QoS requirements of multimedia applications.

The CPU resource management part of this paper focuses on muitimedia applications which
process continuous media with soft deadlines.

5.1 CPU Scheduling Algorithms

There are two prominent algonthms for CPU scheduling: Earliest Deadline First (EDF) and
Rate Monotonic (RM), which are used in multimedia systems. )

10



Earliest Deadline First

EDF is one of the best known algorithms for real-time processing. At every new ready state,
the scheduler selects among the tasks that are ready and not fully processed the one with the
earliest deadline. The requested resource is assigned to the selected task. At any arrival of a
new task, EDF must be computed immediately heading to a new order - i.e. the running task is
preempted and the new task is scheduled according to its deadline. The new task is processed
immediately if its deadline is earlier than the deadline of the interrupted task. The processing
of the interrupted task is continued according to the EDF algorithm later on. EDF is not ooly an
algorithm for periodic tasks but also for tasks with arbitrary requests, deadlines and service
execution times [Dert74]. In this case, no guarantee about the processing of any task can be
given.

EDF is an optimal, dynamic algorithm: I.c., it produces a valid schedule whenever one exist. A
dynamic algorithm schedules every incoming task according to its specific demands. Tasks of
periodic processes have to be scheduled in each period. With n tasks, which have arbitrary
ready-times and deadlines, the complexity is ©(rr).

EDF is used by different models as basic algorithm. An extension to EDF is the time-driven
scheduler. Tasks are scheduled according to their deadline. Furthermore, the time-driven
scheduler is able to handle overload situations. If an overload situation occurs the scheduler
aborts tasks which can not meet their deadlines any more. If there still is an overload situation
the scheduler removes tasks which have a low “value density”. The value density cotresponds
to the impartance of a task.

Applying EDF to the scheduling of continuous media data on a single processor machine with
priority scheduling, process priorities are likely to be rearranged quite often. A priority is
assigned to each task ready for processing according to its deadline. Common systems usually
provide oaly 2 restricted number of priorities. If the computed priority of a new process is not
available, the prioritics of other processes have to be rearranged until the required priority is
free. In the worst case, the priorities of all processes have to be rearranged. This can cause a
considerable overhead. The EDF scheduling algorithm itself makes no use of the previously
- known occurrence of periodic tasks.

Rate Monotonic

The Rate Monotonic scheduling principle was introduced by Liu and Layland in 1973
[LiLa73]. It is an optimal, static, priority-driven algorithm for preemptive, periodic jobs. Opti-
mal in this context means that there is no other static algorithm that is able to schedule a task
set which can not be scheduled by the rate monotonic algorithm. A process is scheduled by a
static algorithm at the beginning of the processing. Subsequently, each task is processed with
the priority calculated at the beginning. No further scheduling is required. The following five
assumptions are necessary prerequisites in applying the rate-monotonic algorithm:

1. The requests for all tasks with deadiines are periodic. l.e., with constant intervals

between consecutive requests.

2. The processing of a single task has to be finished before the next task of the same data
stream becomes ready for execution. Deadlines consist of run-ability constrains only.
L.e., each task must be completed before the next request occurs.

3. The request of tasks is independent. 1.¢., the requests for a certain task do not depend on
the initiation or completion of requests for any other task.

- Run-time for each request of a task is constant. Run-time denotes the maximum time



which is required by a processor to execute the task without interruption.

5. Any non-periodic task in the system has no required deadline. Typically.thffy initiate
periodic task or they re tasks for failure recovery. They usually displace periodic tasks.

Further work has shown that not ail of these assumptions are mandatory to employ the rate-
monotonic algorithm [LEST91, SKGo91]. Static priorities are assigned to tasks at connection
set up phase, according to their rates. The task with the shortest period gets the lowest priority.

5.2 Schedulability Test

To test whether a new task can be scheduled using RM or EDF scheduling, the followiag con-
dition must be met:

R;xP;<B

i
all tasks i

Index i identifies all multimedia tasks, R, denotes the maximumn processing rate of task i, P, is
the processing time per-period, and B is the schedulability bound. For RM scheduling the

schedulability bound is determined by B=In(2)=0.69. The schedulability bound of EDF sched-
uling is B=1.

Each multimedia application has to specify the workload it will generate. This workload QoS
specification consists of the processing rate R and execution time per period £. The resource
management system performs the schedulability test to decide whether this new application
can be accepted. If enough CPU capacity is available to execute the new application without
disturbing existing applications the schedulability test returas successfully. As seen from the
above formula, the processing time is an important parameter for the schedulability test, how-
ever, the determination of these values is still a largely unresolved issue in the area of CPU
scheduling.

5.3 Specification and Measurement of Processing Time

The processing time is a key parameter for the schedulability test. Reservation and scheduling
of multimedia processes can be only performed if the processing time is previously well-
known. Developers of multimedia applications must therefore be supported by the resource
management system to determine the consumption of processing time for the CPU resources.
We define the processing time of an application process as follows: “The processing time of an
application process is the overall duration in which the CPU is occupied in order to perform
this application task.”

In Figure 2 it can be seen that the processing time consists of two different parts. In the first
place, it includes the pure application code execution time on the CPU. Additionally, there are
operating system activities to make the execution of multimedia applications possible, e.g.,
context switches, initialization and termination of I/O operations. An example is a multimedia
application which plays an MPEG video stream coming from the hard disk. Most parts of the
CPU are utilized for the software decompression algorithm, yct the read operation also needs
CPU time, at least to set up an asynchronous disk 1/0 operation to read the multimedia data.

To automate the measurcmeat of these processing times the Heidelberg Predictor of Execution
Times Tool (HeiPOET) has been developed. HeiPOET provides a computer-based prediction
of CPU processing times and a refinement of measured values during the execution time of

multimedia applications which are based on a stream-handler model. HeiPOET offers such
functionality as:
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Figure 2: Definition of Processing Time

« Specification language for the definitions of parameters of stream handlers
« High precision of measurement results by eliminating operating system interruptions
- Computation of statistical measurements to check the reliability

Based on these measurement results the schedulability test and CPU reservations can be done.
For further detail of the HeiPOET architecture and use see [WWV094].

5.4 CPU Resource Reservation

When 2 schedulability test is successful, then the reservation parameters are stored in the reser-
vation databasc. The reservation database is used by the resource management system for
book-keeping operations. Each accepted QoS request is added to the reservation table, and
must be kept until the multimedia application terminates-or-the QoS requirements change.
Enhancements to existing reservations arc only allowed if the additionally required resources
are available. An example reservation table is shown in Table 1.

Table 1: Example Reservation Table

Processing Time Rate CPU Utilization .
Index per Period P(‘l‘;‘;;y
(ms) s (%)
0 109 30 32.7 1
l 0.025 8000 20.0 0
5 200 1 20.0 2

The most important information in the reservation table is the CPU utilization of the specific
multimedia processes (the product of processing time and rate). This information is used in the
schedulability test. Additionally, the processing time of an application and its refated parame-



ters are kept. If the rate-monotonic scheduling algorithm is used, the fixed scheduling priority
of the application is computed and stored. Typical parameters of a Motion-JPEG software
decoder are shown in the first row of Table 1. The application takes 10.9 ms to decode an
incoming M-JPEG frame, and the processing rate is 30 frames per second. This process takes
32.7 percent of the whole CPU capacity. Because the process has the second highest period in
this process system the process is assigned priority 1.

5.5 QoS Enforcement

The enforcement of the QoS guarantee is done by a two-staged architecture: scheduler and dis-
patcher. Based on the scheduling algorithm the scheduler assigus cach process of the system its
corresponding priority. The dispatcher ensures that the process with the highest priority is run-
ning on the CPU. This means the dispatcher is responsible to switch the processor context if a
process is running and a process with a higher priority needs to be served.

" Consider an audio and a video stream scheduled according to EDF and RM algorithm: Let the
audio stream have a rate of 8000 samples/s and the video stream a rate of 30 frames/s. Using
RM scheduling the priority assigned to the audio stream is then higher than the priority
assigned to the video stream, The arrival of messages from the audio stream will interrupt the
processing of the video stream. If it is possible to complete the processing of a video message
that requests processing at the critical instant before its deadline, then the processing of all
video messages to their deadlines is ensured. A feasible schedule exists. The priority of a task

deadlines: dA dB dC
di dz 43 d4 ds d6
high rate .
NN SN NN NN N NN
low rate

rate monotonic

Figure 3: QoS Enforcement: RM versus EDF

scheduled by using EDF depends on its task specific deadline. Figure 3 shows example sched-

ules for both EDF and RM algorithms. For further details on CPU resource management sec,
e.g., (Ste194].

6 Resource Management Applied to Networks

Today we encounter a great vanety of dedicated networks for multimedia communication.
Analog telephone networks are mostly used for audio communication, terrestnal and satellite
networks for TV broadcasting, and digital computer networks for data communication. The



future of communications will bc a scrvice-integrated network which provides thc cnd-10-end
transport of all kind of digitized media using integrated QoS management mechanisms. Therc
is research into translation from existing networks to networks of the future.

A classification of the most prominent networks is shown in Figure 4. QoS management in cir-
cuit-switched networks is based on obvious binary decisions, ¢.g., if the telephone network is
capable to handle an additional call then the connectioa is accepted. Once accepted suc}l a con-
nection, the QoS for speech transmission would only be degraded in case of severe failures in
the telephone system. Because of the a-priori channel reservation broadband networks do not
need to have QoS management.

Networks
Packet-Switching Circuit-Switching Broadcast
~~ ™~ |
ISDN @

No QoS Built-In QoS ;
Ethernet ATM, FDDI-II

QoS Extensiouns

Token-Ring

Figure 4: Classification of Networks

Therefore our work focuses on QoS management for packet-switched networks. One key
issue is the integration of the different types of packet-switched networks into a common inte-
grated service network with high bandwidth end QoS support. In this section we describe a
scheme which enables best-effort QoS in packet-switched networks with appropriate mecha-
nisms for scaling of multimedia streams. There are many reason to use best-effort QoS as an

- altemative to the guaranteed QoS for network resource management:

« Different multimedia applications have different requirements on the communication
system. As an example, while video-on-demand or audio-on-demand applications (in the
next generation of present HiFi equipment) will be very seasitive to quality reductions, it is
quite easy to accept small transmission errors in video conferencing scenarios (in the next

gencration of present phones). According to the QoS requiremeats, differeat service classes
can offer different service costs.

A pre-requisite for resource reservation is a resouree management facility. Different classes
of packet-switched networks are to be differentiated: those that already contain resource
management mechanisms (e.g., ATM, 100BASE-VG-Ethemnet), those that can be extended
by appropriate mechanisms (e.g., Token Ring, FDDI), and those that do not provide any
resource management at all (e.g., Ethemet, Fast Ethemet). According to the local buffering
or processing schemes, reservation mechanisms for the local resources can be supplied by
routers and communication endpoints. Often the requests for a certain QoS must be handled



by a network consisting of a broad mix of resources, If there is one resource in a guarantecd
connection which cannot give guaranteed processing bounds, the whole service is not guar-
anteed.

Using congestion control, it is not possible to give guarantees, but an integrated transmis-
sion scheme resolves access coaflicts to overloaded resources by a selective decrease of the
overall transferred data. Multimedia streams belonging to a high QoS class can be protected
by using the prioritization scheme.

- Guaranteed QoS for variable bitrate (VBR) data transmission is inefficient. In most reserva-
tion protocols a constant bandwidth is required. Therefore VBR transmissions often are
considered as constant bandwidth streams with the average overall bandwidth as a parame-
ter. However, in the worst case all multimedia streams reach their peek bandwidth at the
same moment and the resources may not be sufficient. In this case an uncontrolled loss of
packets will occur. There is also a compromise between guaranteed transmission for the
worst case and no guarantee at all. A certain base part of the VBR stream 1s guaranteed
using & resource management system. The variable part of the bandwidth requirements is
handled with a best-effort service using congestion control mechanisms, ¢.g., network layer
scaling. Resource monitoring detects arising overloads. A controlied reduction of band-
width requirements down to the guaranteed base parts are used to handle the congestion.

We describe the overall architecture proposed for scaling in the network layer, monitoring

mecbanisms to detect congestions, and the dynamic adjustment of filters in the network (for
details sce {WWSa%94]). '

6.1 Scaling

The definition of scaling is derived from [CSZ92], [TTCM92]: “Scaling is the dynamic adjust-
meut of traffic load to the currently available resource capacity.”

An example clarifies the principles of network layer scaling: Figure 5 shows a simple network
topology with two streams of a multiparty connection branching in Router B to a target via
Router C and to Target D, and a point-to-poiat connection from Sender A to a target via Router
C. The monitor functions of Router C detect an overload situation and report this to the scaler
of Router C. The scaling device (scaler) decides that the congestion can be solved by reducing
the traffic in Sender A, Router B and Router C. Router C sends a SCALE_DOWN message to
Sender A and Router B. Both use a priority scheme to decide which packets should be dropped
to meet the new, reduced data rate, The amount to be dropped is defined relative to the maxi-
mum fransmission rate negotiated in the setup phase of multimedia streams.

The link from Router B to the Target D is not overloaded. So Router B forwards all incoming
packets of the stream to Target D (multiparty connection). This results in different QoS in the
two branches of the multicast tree,

The reporting of resource bottlenccks to the upper layers of the end systems is the key issue of

an integrated scaling scheme. Thereby upper layer scaling mechanisms at the senders and scal-
ing mechanisms in the petwork layer can cooperate.

6.2 Monitoring Mechanisms

A key resource for distributed multimedia applications is the network. If a network is unable to
handle the application requiremeats, the nctwork adapter buffer will be filled. This is a typical
situation for bottlenecks in distributed multimedia communication scenarios: A mid-term
capacity problem of the resource “network™ results i a capacity problem of another resource,
c.g., the previous buffer. In casc of a long-term averload there is an overflow of sender buffers.

lo
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Figure 5: Network Layer Scaling Mechanism

__The detection of overflowing buffers on the sender side is a direct indication of the bottleneck

network. Here different monitoring mechanisms are surveyed: monitoring of delay, through-
put, utilization, and loss rate.

Delay Monitoring

Delay monitors observe the processing times of packets. Delay moaitoring is suggested for
detection of CPU and network bottlenecks. There are different ways of delay monitoring:

In the transport layer, each logical data unit is represeated by a transport service data umit
(TSDU). Each TSDU has an expected arrival time on the next network node. A TSDU arriving
later than expected indicates congestion.

There are several ways to define the expected amrival time of a TSDU. One could, for example,
define its value simply as the actual arrival time of the previous TSDU plus the period of the
message stream (the reciprocal value of its rate). Additionally, the armrival time of the first
TSDU of the stream (or any other earlier packet) rather than the arrival time of the previous
packet could be used as the basis for the calculation. This helps to avoid false indications of
congestions in cases where the previous TSDU happened to arrive early and the current TSDU
has a normzl delay. The expected arrival time is calculated as the “logical arrival time"” of the
previous packet plus the stream period. '

But common routers work on the network layer and do not know TSDUs. This algorithm fails
when based on network service data units (NSDUs), because it is often impossible to assumce



the sequence of network service data units (NSDUs) being a periodic strecam. There are bursts
consisting of a various number of NSDUs which are caused by the segmentation algorithm in
the transport layer. The above algorithm can work with NSDU only if there is a regulator in the
network layer which smooths the bursts, and if all TSDUs have the same size (i.¢., the same
pumber of NSDUs). Then the NSDUs will also have a periodic behavior. However, in most
networking stacks these assumptions are not met.

Filling each NSDU with a timestamp at the seader and in each router can also solve the above
problem, because the delay measurement is based on the links. This mechanism is expected to
be too expensive for the routers and the network layer protocol. Therefore it is often appropri-
ate to monitor delays in the network nodes within routers. Assuming there would be a mecha-
nism to mark each TSDU beginning the NSDU beader at the seader, the monitoring of TSDU
delays is possible. To solve this problem a “start bit” in each NSDU header s used to mark the
first packet of 2 TSDU (detailed description see [WWSa54]).

"Throughput Monitoring

Throughput monitoring is used to detect CPU and network overloads by watching the packets

leaving this resource. The monitoring mechanisms that are mostly used for throughput are
leaky bucket and moving window mechanistmns.

Leaky bucket throughput monitoring mechanisms are based on simple packet counters which
are incremeanted by 1 every time a packet arrives and decremented by 1 in fixed time intervals.

Another technique is the jumping window mechanism, in which the throughput 1s measured
within a fixed time interval. The new time interval starts immediately at the end of the preced-
ing time interval.

In the moving window throughput monitoring mechanism the throughput (Z7P7) of a stream in
a given time interval typris determined by the sum of the length of packets being transmitted
for this stream in this interval, devided by the time interval. For example, the interval typrcan
be defined as the last second {1, £}, where ¢ is the current time.

Al typ—é of throughput monitoring are suitable for constant bit-rate stream, whereupon case
the expected throughput is a fixed vaiue. Throughput monitoring can also be used for multime-

dia strecams with variable bit rates. When the monitored throughput falls below a minimum
threshold, this indicates problems of previous resources.

Utilization Monitoring

Utilization monitoring can be used for CPU, network, and buffer resources. The utilization of
resources can be computed by dividing the currently used parts of 2 resource by the overall
capacity of the resource.

For example, the CPU utilization can be computed by measuring the time spent in the IDLE
state. Usually, the CPU is loaded with time-critical and non-time-critical processes. The time
critical processes should have a reservation for a certain percentage of the processing time and
will also bave a high priority for the scheduling scheme. The rest will be spent for non time
critical processes. So an overall CPU load ncar 100% does not necessarily mean that the time
critical processes cannot get enough time. It is recommended to separately measure the utiliza-
tion for multimedia real-time communication. Additionally, per-process monitoring of CPU

consumption allows a more seasitive scaling by noting the different loads of multimedia apphi-
cations.



Loss Rate Monitoring

A problem arising when only delay is monitored is the definition of a threshold valuc above
which congestion is assumed. Another direct indicator to detect congestion is the rate of packet
lost. To adjust the value of the threshold value for the delay, the monitor continuously com-
pares the mean delay to the corresponding value of the mean loss rate.

An assumption needed to enable the detection of lost packets is that all NSDUs of 2 stream are
pumbered in sequence. The numbering is done by the sender. The effort is very low.

The transmission algorithm must keep the sequence of packets through the network. Unlike the
transmission of packets with IP, the sequence of packets in most protocols for real-time trans-
port of multimedia data will be retained, because the route of a strearn through thc_nctwork will
not be changed and there is no parallel processing of packets of the same stream in a router. If

there are gaps in the order of packet numbers, the packets that have these numbers are consid-
ered as lost packets.

The detection of corrupted packets is an indication of network failures, but not a good indica-
tion of resource bottlenecks. Additionally, the detection of corrupted packets requires a very
time-consuming computation of error-check sequences. Corrupted NSDUs will therefore not
be considered.

The threshold for loss-rate monitoring must be variable. Assuming a network problem has
been detected packets are dropped. In this phase the threshold for loss rate monitoring must be
increased to prevent more bottleneck detections from the loss-rate monitor.

6.3 Filter Mechanisms

Filters can be changed in the stream setup phase as well as dynamically at run time. Short term
cougestion of resources can be managed using filters before the resource. Mid-term and long-
term changes in filtering scheme should be propagated through the network nodes in direction
to the sender; this affects the work of filters on this route.

If a resource bottleneck is detected, the monitor sends 2 scaling message to the previous filter,

_ which often consists of three values (see Figure 6).

RELAXATION DURATION STREAM-ID

Figure 6: Scale-Down Protocol Data Unit

The first parameter describes the relaxation of the data throughput in relation to a maximum
throughput value negotiated between scoder and receiver. The relaxation is not described in
relation to the actual traffic to prevent unjusted scaling of multimedia streams. For example,
when the scale down message is related to the actual data rate, a renewed scaling message
would affect multimedia streams being currently downscaled much more than unscaled multi-
media streams. The relaxation parameter is accompanied by a time value which specifies the
validity of the scaling message: the duration parameter. When the scaling message times out,
the sender can increase the data rate again. If the congestion still continues, the receiver can
send further scaling messages to increase the value of reduction, or the time value, or both.
Later scaling messages substitute older ones. If the time value matches the constant PERMA-
NENT, a permanent filter is installed and the scaling message results in a permanent degrada-
tion of the data rate. This mechanism is used to haadle different receiver requirements.

To gain more flexibility in scaling policies the scaling message shall hold a list of multimedia
strcarn identificrs. If this value is set to ALL, all streams flowing through the overloaded



resource (e.g. the succeeding network) are affected by the scaling activitics. Otberwise only the
streams addressed by the STREAM-ID field will be scaled. As an altermative to the reduction
value, the scaling message can contain a priority mask which specifies the priorities of the
packets to be dropped. This allows upper networking layers to descnibe and propagate static
and dynamic filters. In case of long- and mid-term overload, scaling messages are also for-
warded by filters to previcus filters.

7 System Architecture

The employment of continuous media in multimedia systems imposes additional, new require-
ments to the system architecture. A typical multimedia application does not require processing
of audio and video to be performed by the application itself. Usually data is obtained from a
source (¢.g. microphone, camera, disk, network) and is forwarded to a sink (c.g. speaker, dis-
play, network). In such a case the requirements of continuous media data arc satisfied best if it
takes “the shortest passible path” through the system, i.e. to copy data directly from adapter to
adapter. The program then merely sets the correct switches for the data flow by connecting
sources to sinks. Hence the application itself never really touches the data &s is the case in tra-
ditional processing. A problem with copying from adapter to adapter is the control and the
change of quality of service parameters. In multimedia systems such an adapter to adapter con-
nection is defined by the capabilities of the two involved adapters and the bus performance. In
todays systems this connection is static. This architecture of low-level data streaming corre-
sponds with proposals for using additional new busses for audio and video trausfer within a
computer. It also enables a switch-based rather then a bus-based data transfer architecture.
Note, in practice we encounter header and trailers surrounding any kind of coatinuous media
dsta coming from devices and being delivered to the devices. in the case of compressed video
data, ¢.g. the MPEG-2 program strearn, it contains scveral layers of headers compared with the
actual group of pictures to be displayed.

Most of todays muitimedia systems have to coexist with conventional data processing. They
share hardware and software components. For instance, the traditional way of protocol pro-
cessing is slow and complicated. In high speed networks protocol processing is the bottleneck
because it can not provide the necessary throughput. Protocols like VMTP, NETBLT and XTP
try to overcome this drawback but rescarch in this arca bas shown that throughput in most
communication systems is not bounded by protocol mechanisms but by the.way they are
implemented. Time intensive operations are, for example, physical buffer copying. Since the
memory on the adapter is not very large and it may not store a few related and compressed
images, data has to be copicd at least once from adapter into main memeory. Further copying
should be avoided. An appropriate buffer management allows operations on data without per-
forming any physical copy. In operating systems like UNIX the buffer management must be
available in both, the user and the kernel space. The data need to be stored in shared memory to
avoid copying between user and kernel space. For further performance improvement, protocol
processing should be done in threads with upcalls, i.e. the protocol processing for an incoming
message is done by a single thread. The cost of context switches of such threads are low.

Developments to support such a protocol process management, are for example, STREAMS,
Berkeley UN1X, and x-Keruel. '

The architecture of the protocol processing system is just onc issue to be considered in the
system architecture of multimedia supporting operating systems. Multimedia data should be
delivered from the input device (e.g. CD-ROM) to an output device (e.g. a video decompres-
sion board, or a video card) across the fastest possible path. The paradigm of streaming from
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source 1o sink is an appropnatc way of doing this. Hence the multimedia application opens
devices, cstablishes a connection between them, starts the data flow, and returns to other dutics.

patp e A A R

Figure 7: Real-time and non real-time environments

The most dominant characteristics of multimedia applications is to preserve the temporal
requirement at the presentation time. Therefore multimedia data are handled in a real-time
environment (RTE), ic., its processing are scheduled aceording to inherent timing require-
meats of multimedia data. On a multimedia computer the RTE will usually coexist with a non-
real-time environment (NRTE). The NRTE deals with all dats that bave no timing require-
meats. Figure 7 shows the approached architecture. Multimedia 1/O devices are in general
accessed from both environments. Data such as a video frame, for example, is passed from the
RTE to the X-Window server. The RTE is controlled by related functions in the NRTE. The
establishment of communication connections at the start of a stream must not cbey timing
requirements, but the data processing for established connections has 10. All control functions
arc performed in the NRTE. The application usually only interfaces these control functions and
is not involved in the active continuous media data handling. Therefore the multimediz appli-
cation itself typically rans in the NRTE and is shiclded from the RTE. In some scenarios, users
may want applications to process continuous media data in an application specific way. In our
model such an epplication comprises a module running as stream haodler in the RTE. The rest
of the applications run in the NRTE. Both use the available stream control intcrfaces, System
programs such as communication protocol processing of database data transfer programs,
make use of this programming in the RTE, whercas applications like media communication
and media interaction are relieved from the burden of programming in the RTE. They just
interface and control the RTE services. Applications determine processing paths which are
needed for their data processing and the control devices and paths.

To reduce data copying buffer management functions are employed in the RTE as implementa-
tion means for data transfer. This buffer management is located between the stteam handles.
Stream handlers are any entities in the RTE which are in charge of multimedia data. Typical
streamn handlers are filter and mixing functions, but also parts of the communication subsystem
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described above can be treated in the same way. Each stream bandler has eudpf)ints for input
and output through which data units flow. The stream handler consurnes data uaits from one or
more input endpoints and generatcs data units through one or more output endpoints.

Digital multimedia data usually “enters” the computer through an input device, the source, and
“Jeaves” it th-ough an output device, the siok. Sources and sinks are implemeated by a device
driver. Applications access stream handlers by establishing sessions with them. A session con-
stitutes a virtual stream handler for exclusive use by the application which has created it.
Depending on the required QoS of a session, an underlying resource management subsystem
multiplexes the capacity of the underlying physical resources among the sessions. To manage
the RTE data flow through the stream handlers of a multimedia system, control operations are
used which belong to the NRTE. These functions make up the stream management systems
in the multimedia architecture, There are operations provided by all stream handlers (e.g.,
operations to establish sessions and to connect their endpoints) and operations specific to indi-
vidual stream handler (they usually determine the content of a multimedia stream and apply to
particular I/O devices).

The connected session endpoints have to generate and consume data streams of corresponding

media types. Digital audio and video are encoded as sequences of bytes. Such sequences are
commonly referred to as ropes.

Applications are placed in the NRTE. Some applications have the need to comrelate discrete
data such as text and graphics with continuous streams or to post-process multimedia data (e.g.
to dispiay the time stamps of a video stream like a VCR). Thesc applications need to obtain
segments of multimedia at the stream handler interface. With a grab function the segments are
copied to the application as if stream duplication took place. Due to this operation the data
units loose their temporal properties because they enter the NRTE. Applicatioas that have to .
generate or transform multimedia data keeping the real{ime characteristics must provide or
use a strcam handler included in the RTE, which performs the required processing.

8 Conclusion

This paper presents a comprehensive survey on what we assume and encounter to be the multi-
media applications. After an analysis of these applications we derived the key demands, which
lead to the necessity of having resource management for CPU and networking. We always
cacounter the schedulability test, QoS calculation, resource reservation and enforcement to be
performed. We showed how real-time EDF and rate monotoaic scheduling is applied for multi-
media data processing as the key enforcement mechanisms of resource management. The same
mechanisms can be applied to networking. There we described how traffic over non-determin-
istic networks is managed; key issues for network scaling mechanisms are monitoring and fil-
tering. Finally all of today's multimedia systems comprise of a non real-time and of a real-time
eavironment.

Having multimedia prototypes and products we still encounter a set of challenging issues with

work 1n progress which we have not explicitly discussed above; among them the most impor-
tant are:

(1) Itremains difficult to estimate the processing requirements of the programs which handle
multimedia data with time coustraints. However, this is nceded for reserving the
involved resources correctly.

(2) Atrun time we need a supervisor (unction which checks thie allocated resource capacities
against the currently used capacity. This task witl become easier in the future if we will
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have integrated multimedia capabilities into the operating systems thcmsclv;s.

(3) EDF and rate monotonic scheduling assume the different processes to be independent.
However, very often some processes run concurrently as they have a strong relationship
between themselves in terms of, e.g., lip sychronization requirements.

(4) The resource management shall take into account all resources between source and sink.
The most crucial resources are CPU, memory, network, file system, and the exclusively
used resources (i.e. the components such microphones, speakers, compression hard-
ware). With the advent of more multimedia application running concusrently, we will
need to look more carefully at other resources like the local bus and the file system on
CD-ROMs (as shared resources).

(5) In distributed multimedia systems we bave the strong need for compatibility in terms of
data formats and protocols for, e.g., resource management. Today in the resource

management protocol domain, there is competition between proprietary solutions, RSVP
and ST-IL
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