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Abstract: Multimedia applications handling audio and video data have to obe 
time chsracteristics of these media types - for a singie stream of multimedia da 
as weii as for the synchronization of related streams. Comectness with respect i 
time constraints q u i ~ ~  mechanisms which lead to favored processing of mult 
media operatia. CPU scheduling techniquea based on the expexience h i  

real-time operating systems offer a solutim and provide multimedia applicatiot 
with the abiity to meet time-related Quality of Service (QoS) requirements.Th 
presentation starts with an overview on the required Quality of Service for syi 
chronized audio and video streams. Subsequaitly it describes an implementatic 
of a CPU, scheduler designed to run unda IBM's AIX. The evaluatik of tl .: . . 

" . . . - . ~ p l e m e n t a t i 0 a b 8 9 e d ~ ~ e a s ~ ~ & f ~ j h ~  . . . . . .  thatihe ~ c h ~ - i s  able to.iul . . .  .<. . . . . .  . , . , . .  >. . . . . .  ; :: . pm. the e e  requixknen'ts t j f  t i iat imha ipplicatibii md'ttraislich: m&haiiim 
'are indeed necessiry since othenvise deadline violations occur. , . . 
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.. 
. . 1 Introduction . . . . . . .  . . .  

In accordance with [StNa95] we understand multimedia in the following way 
timedia system is characterkd by the integrated computer-controlled ge 
manipulation, presentation, Storage, and communication of independent disc 
continuous media. The digital representation of data and the synchronization 
these various data are the key issues for integration. Synchronization is n 
ensure a temporal ordering of events in a muitimedia system. 

The temporal ordering must also be applied to related data streams, whe 
the more common relationships is the shultaneous playback of audio and vid 
synchronization'. Both media must be 'in sync' othenvise the result wil 
adjudged as satisfactory. In genetal synchronization involves relationships be 
kinds of media including pointers, graphicdiges, animation, text, audio, ai 

As human perception varies fiom individual to individual it is usual in su 
experiments to carry out experitnents with a sample of individuals to obtain 
abie cross-section of results. 

The lack of indepth analysis of synchronization between the various 
media and, in pariicular Lip and pointer synchronization ied us to conduct son 
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t'as inipc&nt &'the m r  itself is the effect whkh such an '&t 6f s&c" video ' 

is on perception., Therefore the test candidates were asked.to qualify a detected 
onization m r  in terms of being acceptable, indifferent, or annoying. Out of 
uiswers we derived a 'level of annoyance' graph, F i g w  2, and veri6ed the bor- 
?the in-sync area. 
e envelope curve (the upper edge of the dark area) defhes the amount of candi- 
vho detected a synchronuation problern. This is the same curve for the 'shoulder 
as shown in F i g w  1 (just withou! a spline interpolation). 
e dark greyarey relate to.aii teit .wdidates who detected a synehronization . , 

nd found the clip watchable with this synchronization error. In a small foilow-on 
ment we selected a few test candidates who wouid tolerate such a skew and 
d them a whole movie with a -160 ms skew where the video was ahead of the 
Annoyances wen reported just afkr the beginning of the 6lm but soon after it 
~ted that the candidates concentrated on the content insbd of being attractcd/ 
:ted by the synchronization offiei The curve at the bottom of the dark grey area 
an asymmetry between sound and light as mentioned before. 
e light grey area indicates the people who found the skew distracting. During the 
ition phase of this study on syachronizatioq we introduced a skew of +80 ms and 
E into two whole movies which were shown to a few candidaewhp found it jni- .. 
.?ut d l  com ooncetra.,,F.the +nht;'Tk ,we.e&ed(h~~ei t~  :&h n .. 
?f -240'd:~i:+i60 ms.wodd leadw kal d i iL t&n  h.& knteni äna to a: . 
ifeeling of annoyance. 
ie required QoS for synchronization is expressed a s  the allowed skew. The QoS 
i shown in Table 1 relate to presentation. level synchpnization, Mo& of them 
fiom~exhau6tive experhent&&d experiences, others a F  derived from literatufe - ; 

irenced in [~tei9'6]. To our.understanding; they se*e asa  general guideline for 
!OS specification in [~tei96], As fmt.orderresultto s& as a.genera1 guidance, 
values may be relaxed depending on the actual content. 
e can therefore conclude that skews between -80 ms and +80 ms are deemed 
table by most casual obsewers. 

oS provided through Scheduling 

nanagement in multimedia systems is based on two models [Vogt95]. The work- 
nodel is used to describe the load an application will place onto the system. The 
nodel is used by an application to define its performance requirements and by the 
n to return corresponding perfonnauce guarantees. 
ie QoS model used in HeiTS has three parts: (1) The throughput part describes 
mdwidth required for or granted to a multimedia connection. It consists of the 
parameters of the workload model described below. (2) The delay part defines the 
num delay a muitimedia packet cap experience on its way from the source ta the 
of the connection. (3) The reliability part describes how packet losses and bit 
I witbin packets are handled. They can be ignored, indicated or corrected. 
i order to meet synchronization QoS of two streams (respectively two threads), 
delay jitter must be less or equal to the skew discussed in the previous aection. 
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data to bc processed as a stnam of discrete mits @ackets) 

of packeis per time mit), and W-*um workahead. 



operating system for the implementation is A U ,  IBM's UNIX derivate. In 
the weli-hown multi-level-feedback (MLFB) scheduiiip: it provides a set 

I 

pnonties at the highest prioriGlevels (p"orities0-15), whiih &e even higher 
the AIX scheduier's pnonty. Unlike the other (MLFB) pnonties these pnorities 

are dot modified by the AU( scheduler and can be used for real-time process&g. 

j 
13.1 

(. 

k signing pnorities to processes produces a considerable overhead that c&ot be 
ne cted. Therefore. we do not utilize a dvnamic scheme such as earliest deadline nrst 

Schedulabillty Test and Prlority Assignment Seheme 

but use a static priority assigament scheme a c d i  to the rate monotonic 
algorithm where a pn>cess with a shoit period (ia, a high rate) receives a high 

[LiLa73]pSDi89][Stei95]. Pnonties are computed at application establish- 
and are not chmged dynamicaiiy during application lifetime. Only when a 

application needs a pnoniy level that is already in use the exisfing 
to make room for the new application handling process. The pn- 
a way that m k e d  processes possess the highest pnonties and 

the lower pmt of the red-time pnonties. All processes not sub- 
are handled by the AIX system scheduler and use prionties 

scheduiing is pedormedthrough a set of kerne1 functions (AiX pmvides 
for adding such svstem calis) that must be calied bv the ~rocess that wants 

Thisis more-e5cient than implemenüng thescheduler as a separate 
AIX system scheduier) because it saves the context switch between 
scheduled and the scheduler process itself. 

the process calls the scheduler function explicitly leads to "volun- 
may seem dangerous. However, all code allowed to Nn in an 
is possible to use red-time pnorities has to be established by an 

rized user. Thus, only approved code will be subject to real-time scheduling &d, 
especially with reflection on the performance gain, this approach can be 

hieve proper scheduling of red-time processes some assumptions about the 
of the proasses have to be made. As shown in Figure 3, it is assumed that 

g an application the process responsible for handling the data of this appli- 
is performing a program loop and processes one data packet (e.g., a video 
in every iteration. This continues until the application is finished and the pro- 

e scheduiing any more. 
a newly anived data packet the scheduler must check whether 

uld violate the LBAP charactenstic (i.e. the workload specifi- 
data stream. This check can be done in a blocking or a non-blocking way. 
test is performed by the function LBAP en force and en fo~es  the 

e of the LBAP property of the data stream: TS process is lefi in a wait stak 
of the packet is reached. 



In the non-blockiag test implemented in the function L B A P g o l l  
skply return8 the calculated logical ahival tb& of the data ~ & k e t  th 
whether accepting this packet violates the LBAP pmperties of the data s 

1 ..------.------- ---.----.------. user level priority 

. . . .  

data prccessing real-time 

I 
j 
I 

I ................ C:-------------- 
) end of real-time scheduling : 
: tm-pu-mlease-entryo : ............... -..-.--.-----..' . 

. . .  . . .  User level . . :  , .  . . . . . . . . . , 
. . . . 

Figure 3: Processing strudure ! I  ' I  

To show the effect of using the scheduler for different multimedia 
formed a series of measurements. We wanted to answer the 
which way does the use of the soheduler iduence the behavior of the 
the eystem as a whole, i.e., are deadline vioiati01w indeed avoided and to W 

The CPU schedulcr funciion LBAP en  f o r c e  wao instrumented in s 
generates events desaibing the laxi5 of the cailing process, i.e., the time U 

cess reaches its deadline. Positive vaiues indicatethat the proras still hw 
the deadline is reached, therefore, it is operating correctly; negative vai 
that the process violated its deadline, it is not able to perform its function 

In those cases where several Al-time pmcesses were mnning con 
events are given in generation-time order, i.e., they are not ordered by p 
otherwise stated. The charts shown below are exinwts fium much longe 
menis series to i n c w  readability. Each of them shows 200 values which 
taken h m  the middle of the seqiience of vaiues (the generation of me 
ues started later than the processes under consideration to reduce start-U 
point in a graph represenis a single event. The measurement values are giv 
onds. 

All measurements were performed on a mostly idle workstation (IBM 
tem 16000, Model 360 with AIX 3.2.4) which was not modified during the 



... . . . . . . .  ... . ' 
3 Load Processes 

'kiulalt rai-time rhcmilin: .*.- 
' i*lm ral-timc scbsmiliof C 

: 

.. 

0 20 40 60 80 100 120 140 160 180200 0 20 40 60 80 100120140160180200 
-+event number +event number i 

. .  . . . . . . .  .... 4 Load Processes . . . . .  :.. .O, 4, :and  1.6 Load ,qiroc+sses . . . .  . . . .  ; . . . .  , . . . . . . : .  . .  - . ~ . . .  : .  . . _ . . . . . . . .  .: . . . . . . . . . . . . .  . . .  , .  . . . . . . . . .  . . . . .  . . . mth.rd-time s c h e ~ l i n n ~ 0  lad-aes .tl. .. ' 

i ..I 
f 
5 

anth~irt ;al-ti~ = h m g  :.;. with d - t h e  schedulini - 4 load b s e s  C 

- wim r d - t i m  scheduüni -+ ' with real-time schertuiinn - 16 load -ses .+.. 

. . ! 

'0 Load ~kocesses. , 

without real-time scheduling ..- 
with real-time scheQlina - 

- 

.... 

. 

. . . 
. . i '  . 

0 20 40 60 80 100 120140160 180200 0 20 40 60 80 100120140160180200 
. . ....... . . .  . :  . . . . . . ~  . -+eventnynw : . . . .  -b event number 

lgure 4: Video playbsdc application 

., simple applications such as mail, etc. were ninning as usuai. However, 
e programs used much CPU processing time. These types of appiications 
uring n o d  worksiation operation periods as well, thus, disabling them 

might lead to siightly more regular measurement results but 
r appiicable to real world wenarios. 

e measurements were performed drith a varying eystem load (background load). 
generated iutificially by synthetic, non real-time, computation 

g simple integer calcnlations. Hence, in principle these pmcesses 
ays ready to nui which also lead to low priority due to U N E  scheduler char- 

, User created systcm load might be even harder than this 



synthetic load. We used 0, 1,2,3,4, or 16 of these load p m s s e s  during the m 
ments. Runniug 16 pmc«~~es'le.ads to a heavily loaded system, the other loada 
ble loads easily created during normal workstation opeiation; 

The measurements were performed with prognuns using the CPU sch 
üme charackxistics foiiowed by measurements with the Same programs 
forming real-time scheduiing (using the time provision mechanisms of the 
i.e., executing with the specified rate). The load generated by th 
in both cases (since W 

scheduüng, we have no 
Different - applicaiion ecenarios 

. . .  
' focud 6n .video playbck as an e 

one process for its operaiions. The chosen video consists 
fi-ame which was also Set as the processing rate of the 
needed per period is in the average approximaiely 28 
wage of about 42%. 

The compressed data read by the program was 
cached into main memoty by ninning the program 
was small enough to fit into the cache. 

Figure 4 shows the results for measurements 
the measured process exists in the system, no 

. . . . . . .  . . . . .  using real-time ~heduling. 
': ; I r a  l d  6f :~ed iG; s i ze . ( t b=  or && . . .  : . .  

the considered appli'cati~n is not able 6 
graph in the figure illustraies that by using 
not suffer h m  any d&e violations, ev 
cesses] .in@ the System. .:. . . . . .  . . .  ' p i ~ ; & . ~ f  applie 
mum iaxity is never 1 
[26 ms, 42mil. 1n temi 'd l$synchro 
skew ofless than 3Oms.H&ce, we C 

80 ms. 

In this paper we tied together our work in user perception of medii syn 
[Steig51 with the implementation and evaiuation of appropnate sc 
[WBVo94] to meet the required QoS deman&. Lip synchronization 
multimedia data. 

Further rescarch should be performed to reihe the given tab 
QoS; the values shall be veriiied and refhed by extensive User p 
mapping strategy of skew onto maximum ailowable delay jitter of the 
straight fomard approach. It is not clear if such a akew can alternative 
integrated into the scheduüng models. 

The measurements comprises a set of (what we consider) repre 
tions. However, further applications might lead to different results 
between scheduling and synchronization is still in its infancy. To th 
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so far iomultimedia iPerating'syst&primitives ailow for the specification of 

skew. No scheduling mechanism takes into account the timing rela- i 
ie., a ~ynchronization skew. I 
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