O[Stei94e]  Ralf Steinmeiz; Human Perception of Audio-Visual Skew; Kapitel im Buch zu aus-
gewihlten Beitrigen des Dagstuhl-Seminars "Hochgeschwindigkeitsnetze und Kom-
munikationssysteme" 1994, Herausgeber: W.Effelsberg, A.Danthine, O. Spaniol,
Kluwer-Verlag.

HUMAN PERCEPTION OF
AUDIO-VISUAL SKEW

Ralf Steinmetz

IBM European Networking Center
Vangerowstrafle 18 « 69115 Heidelberg « Germany

ABSTRACT

Multimedia synchronization comprises the definition and the establish-

ment of temporal rcla.tlonshlps among audio, video, and other data.

The presentation of ‘in sync’ data streams by computers is essential to
.achieve a natural .impression. If data is ‘out .of sync’, the human per- .
" . ception: tends to -identify. the: pfesentation “as artlﬁcr.al ‘strange;, or- - .

annoying. Therefore, the goal of any multimedia system is to present

all data without perceptible synchronization errors. The achievement

of this goal requires a detailed knowledge of the synchronization

requirements at the user interface. This paper presents the results of a

series of experiments about human media perception of skew mainly

related to audio and video data. It leads to a first guideline for the defi-

nition of a synchronization quality of service. The results show that a .

. skew between related data streams may still let data appear ‘in sync’. It~ - -~
also turned out that the notion of a synchronization error highly
depends on the types of media.

1 INTRODUCTION

We understand multimedia according to [ 1] [2]; a multimedia system is
characterized by the integrated computer-controlled generation, manip-
ulation, Erescntation, storage, and communication of independent dis-
crete and continuous media. The digital representation of any data and
the synchronization between various kinds of media and data are the
key issues for integration. Multimedia synchronization is needed to
ensure a temporal ordering of events in a multimedia system.

At a first glance this ordering applies to single data streams: a stream
consists of consecutive logical data units (LDUs). In the ease of an
audio stream, LDUs may be individual samples transferred together



from a source to onc or more sinks. A video LDU typically corre-
spounds to a single video frame and consecutive L. DUs have to be pre-
sented at the sink with the same temporal relationship as they were
captured at the source leading to intrastream synchronization.

The temporal ordering also applies to related data streams. The most
ofte 1 discussed relationship is the simultaneous playback of audio and
video with ‘lip synchronization’. Both kinds of media must be ‘in
syuc’, otherwise the viewer would not be satisfied with the presenta-
tion. In general an interstream synchronization involves relationships
between all kind of media including pointers, graphics/images, anima-
tion, text, audio, and video. In the following, ‘synchronization’ always
means interstream synchronization.

For delivering multimedia data correctly at the user interface, synchro-
nization is essential. Unlike other notions of correctness, it is not possi-
ble to .provide an ob_}cctwe measurement for_synchronization.: As
- huinan i perception varies. from person to person, only heunistic criteria
* can determine whether a stream presentation is correct' or not. This
paper presents our results of some extensive experiments related to
human perception of synchronization between different media.

To reach the goal of an crror-free data delivery, audio, video, and other
data are often multiplexed {i.e. physically combined in one data unit)
and, hence, synchronized at the source and demultiplexed just before -
presentation at the sink. Multiplexing is not always possible and
wanted, e.g., because multimedia data needs to go through different
routes in a computing system. The separate handling of previously
rclated data leads to time lags between the media streams. These lags
have to be adjusted at the sink for ‘in sync’ presentation.

Some work on how to implement multimedia synchronization was
done in related projects [3] [4] [S] [6] [7] [8]). Work has also been
devoted to define synchronization requirements [9] [10] [11] [12] [13].
It is often reported that audio can bc played up to 120 ms abead of
video and in the reverse situation video can be displayed 24 ms ahead
of audio. Both temporal skews will sometimes be noticed, but can eas-
ily be tolerated without any inconvenience by the user [14]. Some
agthors report a skew of +/-16 ms [15] or no skew at all to be accept-
able.

Implementing our own sytichronization mechanisms, we were unable
to draw the right conclusions from these reports - their statements were
contradictory. There was a lack of an in-depth analysis of synchironiza-



tion between the various kind of media and, in particular, for lip syn-
chronization. We decided to conduct our own study and to explore
these fundamental issues to obtain results that allow us to quantify the
quality of service requirements for multimedia synchronization.

The remainder of this text is organized into six sections. Section 2 out-
lines the main results of lip synchronization experiments, the notion of
the ‘quality of synchronization’ is elaborated in Section 3. Section 4
descnibes the test strategy, how the results were achieved including
influencing factors. Remaining types of media synchronization are dis-
cussed in Section 5. Section 6 provides a comprehensive overview of
all types of media skew in terms of the requu‘ed quality of service
parameters.

2 EXPERIMENTAL SET—UP

‘Llp synchromzatlon denotes the temporal relatlonshlp betwcen an
audio and 2 video stream where speakers are shown while they say
something. The time difference between related audio and video LDUs
is known as the ‘skew’. Streams which are perfectly ‘in sync’ have no
- skew, 1.e., 0 ms. We conducted expenmcuts and measured which skews
were percewed as ‘out of sync’ for audio and video data. In our experi-
ments, users often mentioned that something is wrong with the syn-
ch.romzatlon, but this did not disturb their feeling for the quality of the
presentation. Therefore, we additionally evaluated the tolerance of the

users by asking if the data out of sink affects the quality of the presen-
tation.

In several discussions with experts working with audio and video, we
noticed that most of the personal experiences were derived from very
specific situations. As an immediate consequence we have been con-
fronted with a wide range and tolerance levels up to 240 ms. A com-
panson and a general usage of these values i1s doubtful because the
environments from which they resulted were incomparable. In some
cases we encountered the ‘head view’ displayed in front of some single
color background on a high resolution professional monitor. In another
set-up a ‘body view’ was displayed in a video window at a resolution
of 240*256 pixels in the middle of some dancing people. In order to
get the most accurate and stringent affordable skew tolerance levels,
we selected a speaker in a TV news environment as a ‘talking head’
(see Figure 2). In this scenario, the viewer is not disturbed by back-
ground information. The user is attracted by the gestures, eyes, and lip



movement of the speaker. We selected a speaker who makes use of ges-
tures and articulates very accurately.

We recorded the presentation and then played it back in our expen-
ments with artificially introduced skew that was adjusted according to
the frame rate, i.e., n times 40 ms (derived from the European TV stan-
dard) which was introduced by professional video editing equipment.
We conducted some experiments with a higher resolution time scale by
cutting the material with the help of a computer where it was possible
to introduce a smaller delay in the audio stream. It tured out that there
was no need for any test with higher granularity than 40 ms.

Figure 1 Left: Head View, Middle: Shoulder View, Right: Body View"

. We expected a relationship between the detectable skew and the actual
size of the head displayed at the monitor.” As shown' in Figure 1 we

selected three different views of the speaker. At the very close ‘head
view’ the head completely fills the screen, the ‘shoulder view’ shows
the head as well as the shoulders while the third ‘body view’ captures
the whole person sitting in a room.

Lip synchronization usually applies to speech as an acoustic signal
related to its visual representation of the speaker. We expand this
notion to cover the correlation between noise and its visual appearance,
e.g., clapping. For the latter, our experiments included a person work-
ing with a hammer and some nails. The most exhaustive study, how-
ever, was performed in the ncws environment.

Figure 2% provides an overview of the main results. The vertical axis
denotes the relative amount of test candidates who detected a synchro-
nization error, regardless of being able to determine if audio was before
or afier the video. As one might expect, if the skew is relatively smali

1. This 15 just an outline of the different views, the quality of the ariginal
clips is TV-like.

2..In all figures, negative skew denotes *video ahead of audio’, while posi-
live skew means “video being behind audio’.



most of the people did not notice it; large skews became obvious.
However, our initial assumption was that the three curves related to the

different views would be very different. However as shown in Figure 2
this is not the ease.
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Figure 3 shows these curves in detail. A-careful analysis provides us
with information regarding the asymmetry, some periodic ripples and
minor differences between the varions views.

The left side of the figure relates to negative skew values, where video
is ahead of audio. In our daily life, we experience this situation when-
ever we talk to some distant located person. All three curves are, in
general, flat in this repion. Sincé we are not accustomed to hearing

speech ahead of the related visual impression, the right side of the
curves turns out to be steeper.

The ‘body view’ curve i1s broader than the ‘head view' curve, at the
‘head view' a small skew was easier to notice. This was more difficult
in the ‘body view’. The ‘head view’ is also more asymmetric than the

‘body view’. Basically, the further away we are situated, the less -
noticeable the error is. ‘

At a fairly high skew, the curves show some periodic ripples. This is
more obvious in the case of audio being ahead of video. It means that
some people had difficuities in identifying the synchronization ermror
even with fairly high skew values. A careful analysis of this phenome-
non lead to the following explanation; At the relative minima, the
speech signal was closely related to the movement of the lips which
tends to be quasi periodic. Errors were easy to notice at the start, at the
end, at the borders of pauses, and whenever changing drastically the



mood (e.g., from an explanation style to a sudden aggressive com-
ment). Errors were more difficult to notice in the middle of sentences.
A subsequent test containing video clips with skews according to these
minima (without pauses and not showing thc start, the end, and
changes of mood) caused problems in identifying if there was indeed a
synchronization error.
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Figure 3 Areas related to the detection of synchronization errors

The main results of about 100 tcst partncnpants are capturcd in the dif-
ferent areas of Figure 3:

The ‘in sync’ area spans a skew of between -80 ms (audlo after
video) and +80 ms (audio ahead of video). In this zone most of
the users did not detect the synchronization error. Very few men-
tion that if there is an error it does affect their notion of quality
video. Additionally, we had some results where test candidates
mentioned that the perfect ‘in sync’ clip (skew = 0ms) is ‘out of
sync’. Therefore, we introduced a range of uncertainty in the
graph which captures these types of inconsistencies. We came to
realize that lip synchronization tolerates the above mentioned
skew, this result applies to any type of lip synchronization.

The ‘out of sync’ areas span beyond a skew of -160 ms and
+160 ms. Nearly everybody detected these errors and was dis-
satisfied with the clips. Data delivered with such a skew is in
general not acceptable. Additionally, often a distraction
occurred; the viewer/listener became more attracted by this ‘out
of sync’ effect than by the content itself.

In the ‘transient’ area where audio is ahead of video, the closer



the speaker is, the easier errors are detected and reported as dis-
turbing. The same applies to the overall resolution; the better the
resolution is, the more obvious the lip synchronization errors
became.

» A second ‘transient’ area where video is ahead of audio is
characterized by a similar behavior as the other transient area as
long as the skew values are near the in sync area. The closer the
speaker is, the more obvious the skew is. Apart from this effect
we noticed that video ahead of audio can easier be tolerated than
the vice versa.

This asymmetry s very plausible: In a conversation where two people
are located 20 m apart, the visual impression will always be about 60
ms ahead of the acoustics due to the faster light propagation compared
to the acoustic wave propagation. We are just more used to-this situa-
tion than to the pre\nous one.

" Conccrnmg thc dlffcrent areas, we got sumlar results w1th the. nonsc' R

and video experiment (hammer with nails) although the transient areas
are more narrow. In this experiment, the type of view had a negligeable -
influence. The presentation of some violinist in a concert and a choir

did not show more stnngent skew demands than the spcakcr being syn- _
chronized. . _ , '

A comparison between sets of experiments ran in English and German
showed no difference. There might be, however, a problem inherent
with the test candidates: as Germans are used to watch synchronized
films and movies, they could be less sensitive to synchronization errors
than, e.g. Americans. However some minor experiments with English,
Spanish, Italian, French and Swedish presented always by native
speakers to native speakers verified that the spcc1ﬁc language has
almost no influence on the results.

We did not find any variation between groups of participants with dif-
ferent habits regarding the amount of TV and films usually watched.

3 QUALITY OF SKEW VALUES

Figure 3 outlines the perception of synchronization etrors. More
important than just to notice the error is the effect of such an ‘out of
sync’ video clip on the human perception. If in an extreme case all peo-



ple tend to like audio data to be, e.g., 40 ms ahead of video, we should
take it into account. Therefore the test candidates were asked to qualify
a detected synchronization error in terms of being acceptable, indiffer-
ent, or annoying. From these answers we derived the ‘level of annoy-
ance’ which quaatifies the quality of synchronization.

Figure 4 shuws by which degree a skew was believed to be acceptable
or intolerable. We used the ‘talking head’ experiment and depict here
the ‘shoulder view’ as it is a compromise between the ‘head’ and the
‘body view’.
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Figure 4 Level of annoyance at shoulder view

The dark grey areas relate to all test candidates who would accept to

listen to and watch video with this synchronization error. In a small fol-

low-on experiment we selected a few test candidates who would toler-

ate such a skew and presented them a whole movie with this
synchronization error. We chose a skew of -160 ms (video ahead of
audio). They did not complain and very soon concentrated on the con-

tent instead of being attracted by looking for some synchronization

problem. The curve at the bottom of the dark grey area shows an obvi-

ous asymmetry which occurs due to the more natural acceptance of
visual perception being ahead of related acoustic impression.

The light grey area relates to all people who really dislike this skew
and were distracted by it. It also contains the asymmetry discussed
above. During the evaluation phase of this study on synchronization,
we introduced a skew of +80 ms and -80 ms into two whole movies.
These movies were shown to a few candidates who mentioned that
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such a skew is annoying. It tumed out after a short discussion that, if
we introduced this artificially (or if we cheated), they did not object at
all. The same experiment with a skew of -240 ms or +160 ms would
lead to a real distraction from the content and to a severe feeling of
annoyance.

This evaluation of the level of annoyance provides a furth :r argument
for allowing the skew of lip synchronization to take values between -80
ms and +80 ms as mentioned in the former section.

4 TEST STRATEGY

For each person, the lip synchronization test took approximately 45
minutes. The experiment was intentionally carried out with the same

- audio and video over and over, again.. This.led to some concentration -
. -problems’ dunng the’ whole tesL whlch were allevmtcd by mtroducmg—'-'" '
- breaks. ‘ a

We always ran all tests related to one view in one session. Then, the
second and the third view were shown in their sessions. The order of

* the sessions had no effect. Individual samples, _each having adtfferent

skew, were shown randomly.

: lnlual cxpenr'nent's showed that a total lengtﬁ of about: 303 with a 'small

subsequent break is sufficient for getting.the users impression. All
experiments with longer video clips did not provide any additional or
different results. With some test candidates, who were more experi-
enced with video technology and synchronization issues, 5s turned out
to be sufficient. Nevertheless we decided to use 30s for each sample.

The background of all scenes was static (i.e., not moving) and out of
focus in order to keep the distraction to a minimum. We focussed on
the detection of synchronization errors in the most challenging set-ups,
this allowed the determination of skew values independently from the

. actual content of the video and audio data. In these expenments the

viewer should never have been distracted by the background.

The same consideration, i.e. background vs. foreground, can be applied
to the audio data. The voice of the speaker can be mixed with some
background noise or music. In order to differentiate between fore-
ground and background, the volume of the speaker should be at least
twice the volume of the background audio. In contrast to the video
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analogy discussed in the previous paragraph, any background audio
did not influence our results.

The group of people was selected according to an equal distribution of
sex and ages. To have a representative distribution we did not take into
account habits (like the time spent for watching TV) and the social sta-
tus or any othe: charactenstics of the test candidates.

It would have been very interesting if - before presenting each sample -
the candidates were not aware of the fact that we were looking for syn-
chronization issues. As soon as the test candidates noticed the first time
a synchronization fault, they would not have been allowed to continue
the experiment with further skews. This would have led to results for
casual unexpenienced users. As a matter of fact, we started to run the
experiment in this way with very few people. It turned out that lip syn-
chrommtlon 1s not detected S0 ca.sﬂy leadmg to a broader rangc of the

“in syn¢’ zone,

" Inorderto provldc results for but]dmg multunedla systcms for all t_ypes

of users, we have to make the assumption that a user can also make fre-
quent use of such a system and interact for a longer time with the appli-
cation. Therefore, the results of users being aware of posmble
synchronization faults provide the correct basis.
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Figure 5 Correct detection of the perceived synchronization error
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For the purpose of double checking, the candidates were asked to
define exactly which type of synchronization error they noticed. It is
easier just to detect that something is wrong than to precisely state if



audio is ahead of video or vice versa. Figure 5 summarizes the results
of correct perception of the skew in the ‘shoulder view’ scenario.

Near the error-free synchronization value (at 0 ms) it was difficult to
determine the type of skew, as soon as the values ranged beyond -40
ms or +40 ms almost everybody provided correct answers.

5 MEDIA DEPENDENCY OF SKEW

Lip synchronization was investigated by us because of the contradic-
tory results available from other sources. In the following, we will
summarize other synchronization results which we found provided less
diverse statements. We do this to arnve at a more complete plcturc of
synchromzatlon requirements.

. . Since the beginnings of digital audw the ( affordablc ) jitter and the _|1t-
ter to be tolerated by dedicated hardware bas been studied. In discus-
sions with Dannenberg, he provided us some references and the
following explanations of these studies: In [17] the maximum allow-
able jitter in a sample period for.at 16 bit quality audio is mentioned to
be 200ps; this is explained as the error equivalence to the magnitude of
the LSB (least significant bit) of a full-level maximum-frequency
20KHz signal. In [18) some perception experiments recommend an
allowable jitter in an audio sample period between 5 and 10 ns. Further
perception experiments were carried out by [19] and [20], the maxi-
mum spacing of short clicks to obtain fusion into a single percept was
mentioned to be 2ms (as cited by [21]).

In a computer-supported cooperative work (CSCW) eavironment,
cameras and microphones are attached to the users’ workstations. The
audio and video data of one participant is simultaneously presented at
the other remote workstation(s), e.g., we assumed the issue of the dis-
cussion is a business report including data related to some graphics. All
participants have a window with these graphics on their desktop where
a shared telepointer is used in the discussion. With the pointer, speak-
ers point to individual elements of the graphics which they are refer-
ring to while speaking simultaneously. This requires synchronization
of audio and the remote telepointer. Using the same margins as in our
lip synchronization experiments, the ‘in sync’ area related to audio
ahead of pointing is 750 ms and for pointing ahead of audio it is 500
ms [25]. In most of the daily occurring discussions using a telepointer



these results can be relaxed. This zone allows for a clear definition of
the ‘in sync’ behavior regardless of the content.

The combination of audio and animation is usually not as stringent as
lip synchronization. A multimedia course on dancing, ¢.g., comprises
the dancing steps as animation with the respective music. By making
use of the interactive capabilities, individual sequences can be viewed
and listened to over and over again. In this example the synchroniza-
tion between music and animation is particularly important. Experi-
ence shows that a skew of +/- 80 ms fulfills all user demands even
though some jitter may occur. Nevertheless, the most challenging issue
is the correlation between a noisy event and its visual representation,
e.g. a simulated crash of cars, Here we encounter the same constraints
as for lip synchronization, +/- 80 ms.

. Two audio tracks can be tightly or loosely coupled, the effect of relatcd

audlo streams dcpcnds hcawly on the content:

» A stereo sxgnal usually contains information about the locatlon
of the sources of audio and is tightly coupled. The correct pro-
cessing of this information by the human brain can only be
accomplished if the phases of the acoustic signals are delivered

correctly.  This demands for a skew less than the distance, .

-between consecutive samples leading to the-order of magnitude
of 20 us. [22] reports that the perceptible phase shift between
two audio chanrels is 17us. This is based on a headphone listen-
ing experiment. Since a varying delay in one channoel causes the
sound’s source location apparently to move, Dannenberg pro-
posed to allow an audio sample skew between stereo channels
within the boundaries of +/- 1lus. This is derived from the
observation that a one-sample offset at a-sample rate of 44kHz
can be heard.

= Loosely coupled audio channels are a speaker and, e.g., some
background music. In such scenarios we experience an afford-
able skew of 500 ms. The most stringent loosely coupled config-
uration has been the playback of a dialogue where the audio data
of the participants originate from different sources. The experi-
enced acceptable skew was 120 ms.

The combination of audio with images has its initial application in
slide shows. By intuition a skew of about s arises which can be
explained as follows [15]: Consider that it takes a second or so to
advance a slide prolcctor People somenmcs comment on the time it



takes to change transparencies on an overhead projector, but rarely
worry about automatic slide projectors.

A more claborated analysis leads to the time constraints equivalent to
those of pointer synchronization. The affordable skew decreases as
soon as we encounter music played in correlation with notes for, e.g.,
tutoring purposes. [15] points out that here an accuracy of 5 ras is
required: Current practice in music synthesizers allows delays ranging
up to 5 ms, but jitter is less than total delay. A 2 ms number refers to
the synchronization between the onset times of two nominally simulta-

n;ous notes or the timing accuracy of notes in sequence, see also [23]
[21] [24].

The synchronized presentation of audio with some text is usually

. known as audio annotation in documents or, e.g., part of an acoustic

encyclopedia. In an existing ‘music dictionary”, an antique instrument

~_ is described and is played simultaneously. An ex.ample for a ‘stronger
- correlation is-the playback-of a historical speech of; ¢.g: JL.E. Kennedy. -
,Wlth simultaneous franslation-into' German text. Thiis text is displayed

in a separate window and must relate closely to the actual acoustic sig-
nals. Karaoke systems are another good example of necessary audio
and text synchromzatlon

For this type of media syncbromzatlon the affordable skew can bc
derived from the duration of the pronunciation of short words which

last approxunately 500 ms. Therefore the cxpcruncntally verified skew

of 240 ms is acceptable

The synchronization of video and text or video and image occurs in
two different fashions:

» Inthe overlav mode, the text is often an additional description to
the displayed moving image sequence. In a video of playing bil-
liard, the image is used to denote the exact way of the ball after
the last stroke. The simuitaneous presentation of the video and
the overlaid image is important for the correct human perception
of this synchronized data. The same applies to a text which is
displayed in conjunction with the related video images: Instead
of having the subtitles always located at the bottom, it is possi-
ble to place text close to the respective topic of discussion. This
would cause an additional editing effort at the production phase
and may not be for the general use of all types of movies but, for
tutoring purposes some short text near by the topic of discussion
is very useful. In such overlay schemes, this text must be syn-
chronized to the video in order to assure that it is placed at the
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correct position. The accurate skew value can be derived from
the minimal required time. A single word should appear on the
screen in order to be perceived by the viewer: 1 s is certainly
such a limit. If the media producer wants to make use of the
flash effect, then such a word should be on the screen for at least
500 ms. Therefore, regardless of the content of the video data we
encounter 240 ms to be absolutely sufficient.

» In the second mode no overlay occurs, skew is less serious.
Imagine some architectural drawings of medieval houses being
displayed in correlation with a video of these building: While
the video is showing today’s appearance, the image preseats the
floor plan in a separate window. The human perception of even
simple i images requires at least 1 s, we can venfy this value with
an experiment with slides: the successive projector of non-corre-
lated images requires about 1 s, as the interval between the dis-
play of a slide and the next one in order to catch some of the
esseatial visual information of the slide. A synchronization with -

©a skew of 500 ms (balf of this mentioned 1's value) between the -

video and the image or the video and text is sufficient for this
- type of application.

Sometimes video is combined with animation as there may be a film
- where some actors become animated pictures. But, for the followmg

short reasoning of synchronization bétween video and animation let us
go back to the example of a video showmg the stroke of a billiard ball
and the image of the actual ‘route’ of this ball. Instead of the static
image, the track of the ball can be followed by an animation which dis-
plays this route at the time the ball is moving on the table. In this exam-
ple any ‘out of sync’ effect is immediately visible. In order for humans
to be able to watch the ball with the perception of 2 moving picture,
this ball must be visible in several consecutive adjacent video frames at
a slightly different position: a good result can be achieved, if in every 3
subsequent video frames, the ball moves by the distance of it’s diame-
ter. Less frames will result in the problem of visibility of what occurs,
e.g., in tennis, aad it may lead to difficulties with the notion of continu-
ity. Denived from this number of 3 subsequent frames, we allow the
equivalent skew of 120 ms to occur. This is very tight synchronization,
and we have not found any practical requirement which cannot be han-
dled with this value of the affordable skew.

Multimedia systems also incorporate the real-time processing of con-
trol data and the presentation of this data using various media. A tight
timing requirement occurs if the person has to react to this displayed



data. No overall timing demand can be stated as these issues highly
depend on the application itself.

6 QUALITY OF SERVICE

The control of synchronization in distributed multimedia systems
requires a knowledge of the temporal relationship between media
streams. The result of this study is of service to this management com-
ponent. Synchronization requirements caa be expressed by a quality of
service (QoS) definition. This QoS parameter defines the acceptable
skew within the involved data streams, it defines the affordable syn-
chronization boundaries. The notion of QoS is well established in com-
munication systems; in the context of multimedia, it also applies to
local systems. If the video data is to be presented simultaneously to

. some audio and both are stored as different files or as different entries -

in a-database,:lip synchromzatlcm according to-the above mentioned
results has to be taken into account.

In this context we want to introduce the notion of presentation and pro-
ducnan level synchronization:

- Production level sync:hmmzanon reférs to the QoS to be guamn-
teed prior to the presentation of the data at the user interface. It
typically involves the recording of synchronized data for a sub-
sequent playback. The stored data should be captured and
recorded with no skew at all, i.e. totally “in sync”. This is of par-
ticular interest if the file is stored in an interleaved format apply-
ing multiplexing techniques. Imagine a participant of an
audio-video conference who additionally records this audiovi-
sual data to be played back later for a remote spectator. At the
conference participant’s site, the actual incoming audiovisual
data is “in sync’ according to the defined lip synchronization
boundaries. Let the data arrive with a skew of +80 ms and let
audio and video LDUs be transmitted as a single multiplexed
stream over the same transport connection. It is displayed to the’
user and directly stored on the harddisk (still having this skew).
Later on, this data is presented simultaneously at a local work-
station and to the remote spectator. For a correct data to be deliv-
erable, the QoS should be specified as being between -160 ms
and 0 ms. At the remote viewer’s station - without this additional
knowledge of the actual skew - it might tum out that by applying
these boundaries twice, data is not ‘in sync’. In general, any syn-
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chronized data which will be further processed should be syn-
chronized according to a production level quality, i.e. with no
skew at all.

« The whole set of experiments discussed in this report identifies
presentation level synchronization, it focuses on the human per-
ception of synchronization and defines whatever is reasonable at
the user interface. As shown in the above paragraph, by record-
ing the actual skew as part of the control information, the
required QoS for synchronization can be easily computed
Thcrcfore in advanccd systems, data may also be rccorded ‘out
of sync’ leading to an ‘in sync’ presentation.

Media Mode, Application QoS
video | amimation correlated +-120ms
aqdio | lip synchmru’mﬁ_on . © | +-80ms
image overlay | #-240ms
non overlay +/-500 ms
-] text - | overtay ' +/-240 s
T i 'im:'} overlay - o “ wl;SGb rns
[ audio [ animation | event correlation (e.g. dancing) " +/- 80 ms
audio tightly coupled (stereo) +/- 11 ps

loosely coupled (dialogue mode with +/- 120 ms
various participants)

loosely coupled (¢.g. background +/- 500 ms
music)
image tightly coupled (e.g. music with notes) | +/-5 ms
loasely coupled (e.g. slide show) +/- 500 ms
text text annotation +/- 240 ms
pointer audio relates to showed item -500 ms,
+ 750 ms?

Table 1 Quality of Service for synchronization purposes
a. painter ahead of audio for 500 ms, pointer behind audio for 750 ms[25]



The required QoS for synchronization is expressed as the allowed
skew. The QoS values shown in Table 1 relate to presentation level
synchronization. Most of them result from exhaustive experiments and
experiences, others are derived from the literature as referenced in the
paper. To our understanding, they serve as a general guideline for any
QoS specification. During the lip synchronization experiment we
learned that there are many factors such as the distance of a speaker
which to some extend influence these result. We understand that this
whole set of QoS parameters as first order result to serve as a general -

guidance. These values may be relaxed using the knowledge on the
actual content.

7 OUTLOOK

Synchronization QoS parameters allow the builders of distributed mul-. -
timedia and communication'systemsto fnake use of the affordable tol-
erances. In our Heidelberg multimedia system, the HeiRAT component
[26] is in charge of the resource management. HeiRAT accepts QoS
requests from the applications and serves for this QoS demands as
interface to the whole distributed. system. It makes use of the flow
specification of the ST-II multimedia internetwork protocol ‘to negoti-
ate them among the whole: set of involved system componeats [27]. It
provides a QoS calculation by optimizing one QoS parameter depen-
dent on the resource characteristics. Subsequently resources are
reserved according to the QoS guarantees. At the actual data transfer
phase, resources are scheduled according to the provided guarantees.

Synchronization is a crucial issue of multimedia systems. In local sys-
tems 1t is often easy to provide because there are sufficient resources or
it is a single user configuration. In networked systems we encounter a
plethora of concurrent processes making use of the same scarce
resources. A skew between media easily anses.

This paper provides a set of quality of service values for synchroniza-
tion. It is a feather in our cap to reach results for wide range of media
synchronization with extensive user interface experiments. As the next
step, we currently run experiments related to the affordable jitter in
continuous media presentations. The enforcement of which remains to
be a different item which already has been addressed by several sys-
tems. The presentation of audio and video, according to some logical
time systcm is one of the possible solutions.
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