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Abstract: 
M u i h d a  applications d d  for thc proassing of audio and video &ta such that humans 
pcraivc thcsc mdia in a natural +sm frct and  non^^ way. This contiauons-media 
&Qhasi~oeginatminccs~~honcs.camsasandfl~~.Fromtnescmrrrccstfic&ta 
is CmsFa-rul to daht ions  iikc loudspcaka$ video windows and flcs locarei at tfic samc 
computcr or at a ranotc statioa On thc way from sourcc to sink thc digitai data is processad by 
at  least some type of move. copy or transmit operatioa Thacforc in this &ta manipuiation 
process there are always many rcsourccs which an unda control of thc operahg systun. This 
resource managernent and thc rcspcctive schcduling rnust bc paformcd according to the real- 
time demands of multirnedia applications. 

This paper outlincs the main fcatures of ihe opcrating systcms capablc of handling muitirncdia 
data. namely resource managemcnt. scheduling and file systcrn issucs. For all these topics the 
most relevant approachcs and altcmatives an surveyed. This survey concludcs with a presen- 
tation of the most weU known architectures of opcnting systcrn extcnsions for multimedia. 



The operating sysiem is thc shicld of the wmputer hxd- to aü other Software mmponcnts. 
It provides a wmfortable environment for the exccution of pmgrams, and it ensures an cffec- 
tivc ucilization of the Computer hardware. 7'hc operation systun offcrs various Services related 
to the esential resources of a computm CPU. main rnemory, stmge and aü input and output 
deviccs 

M u l t b x h  applications d e m d  for the processing of audio and video data such that human5 
pcroeive thcse mcdia in a natural -aror fmc and non-Wciai- way. This conhuons-rnedia 
data has itr origin at souces likc microphonq camaas and fiics. From thcse sourm the data 
is Wend to d ~ o n s  iikc loudspeakns, video windows and 6ies located at the samc 
computer or at a mmtc station On thc way from soirrcc to sink the digital data is p r o d  by 
at least somc type of move, copy or e t  operation nierdon in tnis data rnanipuiation 
process thcsc arc always many resouras which an nada wntrol of the operating systan 

n i e  intcgmion of dkaete and continuous multimcdia data demands for additional seavices 
that haw to bc prov-idcd by many oKrating systancomponents. Ihe  major aspca in this an- 
twrt is real-time pnxessing of continnous-media data. 

The proces management must take into accouat thc tirning requiremcnts imposed by the 
handhg of mul- data Appmpriatc scheduliog mahods shouid be applied, in contrast to 
thc txacütional real-time operafing systcms. muitimuiia opuating systans also have to consida 
tasks without hard Oming ns115ctions mder the aspcct of faimess 

To obey iiming rcq-ts, singlc componcn~~ are conceived as resources that are reservad 
prior to w<ecution This concept of resource memation has to cova EIU rcsources on a data 
& ic. aii nsourcts timt d& with continuous mdia It also may a5xtw of the applica- 
tion that pmcess continuous-mcdia & In dhributed systems. for emmple. the rtsource 
manag-t also comprka nctwd capaaty @WWW94]. 

Thc communication and synchmuizaüon bctwan singie procicsses must d a c t  the d c -  
tions throagh real-tim requüanents and the W g  rclations among different media. 

T k  main manory is available as a shared nsoim'eto shgle pn>ccsses. In mulfimadia systems. 
the memory management has to provide a a s s  to data w i d ~  a guaxantccd riming delay and 
efficient data manipuiation functions. For instaue. physical data copy operations have to be 
avoided due to rhcir negative W a u  on paformancc; buffer management operations (such as 
known h m  commuoication system) should be used 

The databasc managcmcnt is an important componcnt in muitimedia systans. But. database 
managcment aömac~ h m  the dctails of storing data on sccondary mcdia Storage. Thndon 
the database rnanagcmcnt shouid rcly on 6ie mänagement suvi& provided by rhe muitirne- 
dia opaating systun in ordcr to acccss singie 6ies and sie Systems. For aamplc. the incorpo- 
ntion of a CD-ROM XA file systun as an integral part of a multimcdia file systun aüows 
transparent and guarantccd continuous rdcval of audio and video data to any application 
using the tiie System; the databasc system is one of those applications. Howcver oftcn database 
s y s m  irnplcmcnt d~eu own a m s  to storcd data 

Sincc ihe opcrating system shields devices kam applications programms it has to provide s a -  
viccs for rhe device management In multimcdia systcms thc important issue is thc inteption 
of audio and vidw dcviccs in a similar way as any otkr inpui/output device. The addressing of 
a camera can be donc in a similar way as rhc addressing of a kcyboard in rhc Same system, 
alrhough most of thc present systems do not apply this tcchniquc. 



Product infomiation dealing with o p e r a ~ g  system extensions towards the htegration of multi- 
media @BM92. Mic191. DrMu92, IBhf92a. IBM92bI typically provide a detailed description 

- of application interfaces. in this paper we concennate on basic concepts and intemal task. of a 
multimedia o p e r a ~ g  systcm 

As the esseniiai aspect of any multimedia operating system is thc notion of "real--. the fol- 
lowing paragraph starts with a d e M  study of this idea in its relationship to multhedk Sub- 
sequently the concept of resoura management is discussed The process management wntains 
a brief presentation of txaditionai real-time scheduling algorithms Further, their suitab'ility and 
adaptability towards wntinuous-mdia proccssing is cxamincd The section of 6ie systans 
outluies disk access algorithms, data piacement and st~~cturing. The subsequent paragraphs 
Uustrate i n t e r p m s  communication and synchronization, memory management, and device 
management We conclude this presentation of operating system issues with a discussion on 
typicai system arcbitectura which wmprisc real-time and non real-time environments 

2. Real-Time 

The notion of "real-time" has been deveioped independently from the discussion of continu- 
ous-media processing. Therefore, the next paragraph Starts with a general definition of real- 
time. Later-on it shows the relevance of real-time for multimedia data and processes. 

2.1 The Notion of 'Real-Time' 

The G e r n  . national .. inst i~te for standardization DiN. similar to the American ANS& defines 
a real-time process in a Computer systan "A real-time process is a p m s  which deiivers the 
results of the processing in a given b s p a n " .  Programs for the processing of the data must be 
available during the entire m - t i m e  of the system The data rnay rquire processing at an a pn- 

- on known point in time. or it rnay be demandcd without any previous knowlcdge WIN85J. 

The system must enfom extemaüy d&ed time constrains. intemai dependencies and their . . 

---related ' Y' -ts are impiicitly wnsidmd External events &ur - depedhg on the appiica- 
tion - demmbisticaüy (at a predetcnnhed instant) or stochasticaüy (randomly, with an 
unlaiown liming). The real-time system has the permanent task to receive infonnation. occur- 
~g spontaneously or in pexiodic time intervals, from the environment ancl/or to deiiver it to 
the envixonment in time. 

The main characteristic of real-time Systems is the coneaness of the computation This cor- 
rectness does not only apply to an errorlas computation, but it also depends on the time the 
result is presented [ShRa89]. Hencc. a real-time System can not only faü because of massive 
hardware or software faüum, but also bxawe the system is unable to exemte its criticai 
workload in time [KrLe91]. Dctezmi&ic behavior of the system refers to the adherena of. in 
advand  defined, time spans for the rnanipulation of data, ie. a guaranted response time 
exists. Speed and efficiency are not -as oftcn assumed by mistake- the main characteristics of a 
real-time system In a peuo-chemicai plant for example, the result is not only unacceptable 
when the engine of a vent responds too fast, but also when it responds with a large delay. 
Another example is the playback of a video sequence in a multimedia system The result can 
only be accepted when the vidw is presented neither too fast nor too slow. Timing arid logical 
dependencies among different related tasks. p m s e d  at the Same time, have also to be consid- 
erd.  These dependencies refer to the:inte.mal and extemal resmctions. In context of multime- 
dia data streams. this mfers to the proc.cssing of synchronized audio and video data where thc 
relation between the two media has to be considered. 

Deadlines 



A d e 4 d I i ~  reprcsents the latest time for the presentation of a processing result It rnark~ the 
border between n o d  (correct) and anomalous (failing) behavior. In real-time system we 
have both, hard and soft deadlines. 

The term sofr deadiine is often used for deadline which cannot be exactly demmined and 
where faiiing does not produce an unacceptable result We understand a sofi deadline as a 
deadline which in sorne cases is missed and the miss may be tolerated as long as (1) not too 
many deadiines are missed andlor (2) they are not missed by m u h  Such soft deadiines are 
oniy refercncc points with a ccrain aaxptable tolerante. For example start arid anival times of 
planes or baim where thc deadlines can vary about 10 minutes can be considered as soft dead- 
lines. 

Whereas soft deadiines may be vioiated. hard deadlines should neveL A hard deadine viola- 
tion is a system failure. Hard deadiines are detennined by the physical characteridcs of real- 
firne processes. Fa ihg  such a deadline causes wsts which can be measured in temis of money 
(e.g.. inefficient use of raw materiais in a process control system). or human and environmental 
tams (e.g. accidents due to untimely control in a nuclear power plant or fly-by-wirc avionics 
systems) [JmBO]. 

Characteristics of Red-Time Systems 

The necessity for detenninistic and predictable behavior of a real-time system leads to reqwed 
processing guarantees for hme-cntical tasks. Such guarantees cannot be assured for events that 
occur at random intervais with unknown anival times, processing requirements or deadlincs. 
Further, aU given guarantees are only valid under the premise that no processing machine col- 
lapses during the run-timt of real-time prwsses. A real-time system is distinguished by the 
foiiowing features (C-f. [ShRa89]): 

Predidably fast response to time-critical e~ents and accurate timing information. 
For example. in the control syste.m of a nuclear power plant the response to a maifunc- 
tion must occur within a weiidefined puiod inordgfe avoid a potential disastez 

~ - 
A high degree of scheduiabiiitg. Scheduiab'ity ref& to the degree of resource utiliza- 
tion at, or below, the deadline of cach timecritical task can be taken into account 

Stability under transient overload. Under s@ni overload the processing of criticai 
tasks must be ensured. These criticai tasks are vital to the basic functionality provided by 
the system. 

Management of manufacturing processes and the conkol of military Systems are the rnain 
application areas for real-time systems. Such process contml systems are responsible for real- 
time monitoring and control. Real-time systems are also uscd as comrnand and control systtms 
in fly-by-wire aircraft, automobiie anti-lock braking systems and the control of nuclear power 
plants WLe911. New areas for real-time systems are Computer conferencing aud multimedia 
in general, the topic of our work. 

2.2 Real-Time and Multimedia 

Audio and video data skeams consist of single, periodically changing values ol continuous- 
media data, e.g., audio samples or video frames. Each logicai data unit (LDU) has to be pre- 
sented at a weU detcrrnined deadline. Jitter is oniy aiiowed before the final p m t a t i o n  to the 
user. A piece of music. for example, has to be played back with constant speed. 

To fulfiU these tirning requirements of continuous media, the operating System must use real- 
time scheduling tcchniquw. These techniques have to be applicd to all system resources 



involved in the continuous-media data processing. The entire end-to-end data path is involved. 
The CPU is just one of these resources. all components have to be considered including main 
mernory, Storage, V 0  devices and networks. 

Reai-Time RequiremenLF in Multimedia Systems 

Traditionai real-time scheduliug techniques. used for command and control systems in applica- 
tion arm such is factory automation or a i r d  piloting, have a high demand for &ty and 
fault-tohance. The requirements derived fmm these demands somehow counteract to real- 
time scheduliug efforts applied to continuous media. Multimedia systcms which are not used 
in iraditionai real-time scenarios have different (ii fact. morc favorable) nal-time rcquire- 
ments: 

The fault-tolerante rcquirements of muitindia systems are usually less strici than of 
those real-time systems that have a dircct physical impact A s h o h  failure of a con- 
tinuous-media system will not duecty lead to the destmction of tcchnicai aquipment or 
constitute a threat to human iifc Hase note, that this is a statemcnt which appliw in 
general but not aiways The Support of rcmote surgery, ag.. by video and audio has strin- 
gent delay and coxrectaess req-ts. 

For many applications rnissing a deadline in a multimedia system is - although it should 
be avoided - not a sevek failure. It rnay even be unnoticd if an uncompressed video 
frame (or parts of it) is not avaiiable on time it can be simply ornitted. The human viewer 
will hardly notice it, assuming this does not happen for a contiguous sequence of 6ames. 
For audio. rquirements are more stringent because the human ear is more sensitive to 
audio gaps than the human eye is to vidw jiaer. 

A sequence of digital wntinuous-mcdia data results from periodically sampling a sound 
or image s i g i  Hence, in processing thc data units of such a data sequence, ali t M t -  
icai opaatiom are periodic. Schedulability consideratiom for periodic tasks are much 
easier than for sporadic ones [MokS4]. 

Thebadvdtii dunand of continuous media is not always that stringent, it must not be a 
pnoslixed but it may eventuaiiy be lowaed. As some compression aigorithms axe capa- 
ble of using different compression ratios - leading to different quaiities - the required 
bandwidth can be negotiated If not enough capacity for full quality is available the 
application may also accept a reduccd quality (itead of no d c e  at ali). The quaüty 
may also be adjusted dynamicaliy to thc available bandwidth. e.g., by changing encodhg 
parameters. 'Zhis is known as scaiable video. 

In a iraditionai real-time system, timiug rcquirements result fmm the physical characteristics 
of the technical p r m s  to be controiicd, i-e.. they are provided externaiiy. Sorne applications 
must rneet external requirements. too. A disbibuted music rehearsal is a futwistic example: 
Music played by one musician on an instrument connezted to his workstation has to be made 
available to all other members of the orchestra within a few milliseconds. othedse the under- 
lying knowledge of a global unique time is disturbed. if human Users are involved just in the 
input or only the output of continuous media, delay bounds are more flexible. Consider the 
playback of a video from a remote disk The actual delay of a single video frarne to be hans- 
ferred from the disk to the monitor is unirnportant Frames must only anive in a regular fash- 
ion. The User will notice any difference in delay only as Start delay (i.e.. for the first video 
frame to be displayed). 



3. Resource Management 

Multimedia system. with integrated audio and video processing will be at the limit of theü 
capacity, even with data comprcssion and uIiiization of new technologies. Current Computers 
do not aiiow "processing" of these data according to their deadlines without any reservation 
and real-time process management "Rocessing" in this context refas to any kind of rnanipu- 
lation and conimunication of da& 

Teq&fmenh 

üuax%iv2 
video 

Figure I :  Window of insgfzcient resources 

This stage of development is known in [ATWG90] as "the window of insufficient resources" 
(see Figure 1). With CD-DA (Compaa Disc Digital Audio) quaiity highest audio rquirernents 
are satisfied. In video technology the required data ~ansfe-r mte will ascend with the develop- 
rnent of digital HDTV and largex TV-screens. Therefore, no redmdancy of resource capacity 
can be expe=ied in the near fuaire. In a muitimedia system thc given timing guarantces for the 
processing of c o n k o u s  media rnust be adhered at evay systun component. ie.. at every 
hdwarc  and software component on the data path. The actuai requi r~ents  dcpcnd upon the 
type of media aad thenaturt of tht suppaed applications [StMeW]: A-video-Mge shoiildriot. 
be presented latc because th&communication system has been busy with a transaction h m  a 
database management system. Zn any rcalistic Scenario we encounter several muitimedia appli- 
cations which concurrently make use of shared resourw. Hence. even high band width net- 
works and huge procesYng capabiiities require the use of reai time mhanisms in ordex to 
provide guarantwd data dcliveq. The concept of integration d w ,  on the other hand, not allow 
to solve this problem by rcndcring the system for traditional applications. 

Thus, in an integrated distributed multimedia system several applications compete for systern 
resources This shortage of resources requires their cafeful aüocation The system managcment 
must employ adequa& scheduling algorithrns toseme thc requirements of the applications. 
Theheby the resource is first aiiocated and then managed. 

The "resource management" in dis@ibuted muitimedia systems wvers several computers 
including the involved comrnunication networks. It aiiocates aü resourccs involved in the data 
uansfer process behveen sources and sinks. For instance. a CD-ROM XA device has to be aiio- 
cated exclusively, each CPU on the data path has to provide 20% of its capacity. the nehvork 
has to aüccate a c e 6 n  amount of its bandwidth and the graphic processor has to be reserved 
up to 50% for such a process The requked throughput and a certain delay is guaranteed. At the 
connection establishment phase the resource management ensures that the new "connection" 
docs not violate pcrformance guarantees aiready provided to existhg connections. 

Applied to opcrating Systems, this model Covers the CPU (includiig process management). 
memory management, the file system and device management Therefore we chose to detail 



this issues for aii resources in a generic notion of resources in the f0Uowing paragraphs. The 
- resource rese~ation is identical for di resources whereas the rnanagement is different for each. 

A resowce is a system entity required by tasi5 for manipulating data k h  resource has a set 
of dist@guishing charactmktics classified using the foliowing scheme: 

A resource can be active or passive. An acüve ~ s o w c e  is the CPU or a nehvork adapter 
for protocol processing, it provkies a service. A msouru is the main mamry. 
bandwidth of cornmunication ????? or a 6ie system (Ivhenever we do not take carc of the 
processing of the adaptex); it denotes some system capability requhd by active 
resources 

A resource can be either used exdusively by one process at the time or shared betweai 
various processes. Active resources arc oftcn exclusive. passive resourccs can usualiy be 
shared among processes. 

A resource that exists only once in the system is known as a single . othenivise it is a 
multiple resource. In a lxansputer based muitiprocessor system the individual CPU is a 
muitiple resource. 

Each resource has a capacity which resuits from the ability of a certain task to perfom using 
the resource in a given rime-span. In this context capacity refers to CPU capacity, frequency 
tange or, for example, the amount of storage. For real-time scheduiing only the temporal divi- 
sion of resource capacity among real-time proCeses is of interm. 

Process management belongs to the category of active. s h d .  and most often to single 
resources. A 6ie s y s m  on an optical disc with CD-ROM XA format is a passive. shared, sin- 
gle resource. 

- 1 7 P + m e n t s  
- - 

The requirements of rnuibedia applications and data sauams have to be saved by the single 
components of a muitimedia system The resource management maps these requirements onto 
the respective capacity. The tmsmission and processiug nquimnents of locai and distnbuted 
rnulhedk appiications can be s@ed according to the foilowiag characteristics: 

1. The Uuoughput is detemiined by the needed data rate a connection needs in order to sat- 
isfy the application requiremenis. It also depends on the size of the data uni&. 

1. We distinguish between locai and global (end-toend) dehy: 

a. The &&Y '"at the resource" is the rnaximum time span for the completion of a certain 
task at this resource. 

b. The end-&-end l i a y  is the total delay for a data unit to be uansmitted from the 
source to its destination. For example. the source of a video telephone is the camera 
the destination is the video window on the screen of the partner. 

3. The j&r (or delay jitter) determines the maximum aiiowed variancc in the arrival of 
data at the destination. 

4. The reliabilcty defines error detection and correction mcchanisms used for the h-ansmis- 
sion and promssing of multimcdia rasks. Errors can bc ignod. indicated andfor cor- 
rected. It is important to notice that error correction through E-transmission is rarely 
appropriate for time-critical data because thc rc-transmitted data will usually arrive late. 



Forward m o r  conection rnwhanism are more usefd in temis of reiiabity. we also 
mean the CPU errors due to unwanted delays in processing a task which exceed the 
demanded deadlines. 

In accordance with communication Systems these requirements are also known as "quality of 
service p m e t e n "  (QoS). 

3.3 Components and Phases 

One possible realization of resounx aiiocation and management is based on the interaction 
behveen clienis and the res@ve resource managers. 'Ihe client selects the resource and 
requests a resource aiiocation by specifying its requirements through a QoS spedication This 
is equivalent to a workload q u e s t  Frst the resorrrce munager checks its own resource ufili- 
zation, and decides if the reservation request can be saved or not AU existing reservations are 
stad this way their share in tem of the respective resourcc capacity is guaranteed More- 
over, this cornponeat negotiates the reservation request with other resource managers if neces- 
S W .  

The foliowing example of a dishibuted muitimedia System Uustrates this generic scheme. 
During the connection estabiishrnent phase ihe QoS Parameters are usuaiiy negotiated between 
the requester (ciient appiication) and the addressed resource manager. The negotiation Starts in 
the s&lest &e with-specific&on of the QoS Parameters by the applicatiÖn. The resource 
manager check whether these requests can be guaranteed or not A rnore elaborate method is 
to optimize single parametexs. in this case two Parameters are detennined by the application 
(e.g., throughput and reliabiity), the resource rnanager then calcuiates the best achievable 
value for the third Parameter (e.g., deiay). To negotiate the parameters for end-to-end comec- 
tions over one or more computer networks. resource reservation pmtccok likc ST-I1 are 
ernployed [Topo90]. Here, the resource managers of the single cornponents of the disnibuted 
system aiiocate the necessary resources. 

Figure 2: Components groupedfor fhe purpose of video data fransmission 



Ln the foiiowing case shown in Figure 2 two Computers are connected over a LAN. The trans- 
mission of video data between a camera wnnected to a computer ~ e n t e r  and the screen of the 
computer User involves for ail depicted components a resource manager. 

This example illusmtes that in addition to the individual resource managers there must exist a 
pmtocol for coordination between these d c e s  is necessary . such as ST-IL 

Phases of the Resource Reservation und Management Process 

A resource manager provides wmponents for the di£Ferent phases of the aliocation and man- 
agement process 

1. Sche&&?abüity Tesk The'resource manager check with the given QoS Parameters (e.g. 
throughput and reliabiity) if there is enough remaining resource capacity available to 
handle this additional request 

2. Quality of Service Ctzlcdkhn: Afta the schedulabiity test the resource manager calcu- 
lates the best possible Performance (e.g. delay) the nxource can guarane for the new 
request 

3. Resource Reservation: The resource manager ailocates the required capacity in oder to 
meet the QoS guarantees for each request 

4. Resource S c h e h I k :  Incorninp. rnessaws from comections are scheduled according to - - - 
the given QoS guarantees. For process management . for instance. the ailocation oftthe 
resource is done by the scheduier at the moment the data anives for processing. 

W~th  respect to the last phase for each nsource a scheduling algorithm is defined The schedu- 
labiity test, QoS caicuiation and resource reservation &pe.nd upon this algorithm used by the 
scheduleL 

. 3.4 Aüocation Scheme . ~ ~ 

Reservation of resources can be made either in apesrimisfic or in an optimistic way: 

The pessimistic appniach avoids resource c ~ ~ c t s  by making reservations for the worst 
case. ie. resource bandwidth for the longest proukshg time and the highest rate which 
might ever be n d e d  by a task is r m d  Resource wniiicts arc thcrefore avoided. 
This leads po tenwy to an underutiiization of resources. In a muitimedia system the 
remaining processor time (i.e. the time reserved for rrafEc but not used) can be used by 
k e t e  media tasks This method resuits in a gmanteed quality of senice. 

With the optimisiic approach resources are reserved according to an average workload 
only. This means that the B U  is only reserved for the average processing time. This 
approach may overbook resources with the possibiity of unpredictable packet delays. 
QoS Parameters are met as far as possible. Resources are highly utiiized, though an over- 
load situation may resuit in failure. To detect an overload situation tohandle it accord- 
ingly an monitor can be implemented. The monitor may, for instance, preempt processes 
according to their irnportance. 

The optimistic approach is considered to be an extension of the pessirnistic approach. It 
requues that additional mechanism to detect and solve resource conflicts are implemented. 



3.5 Continuous Media Resource Model 
This section specifies a model frequently adopted to define QoS parameters and hence the 
characteristics of the data str- It is based on the model of k m  Bounded Amval Pro- 
cesses (LBAP) as described in [Ande93 ]. In this model a distnbutcd System is decornposed 
into a chain of mources traverscd by the messages on their end-tocnd path Exarnples of such 
resources are single schedulable deviccs (such as CPU) or c o r n b i i  entities (such as net- 
works). 

The data s a a m  consists of LDUs. In this contcxt, we call them messages. In a &t step the 
data strearn itself is as striciiy periodic, ineguiar with a definite maximum mes- 
sage Szc Various data s a a m s  are independent of each other 

A closer iospection shows a possible variance of the rnessage rate, the &um ratc is weii- 
dehed. This variance of thc data rate results in an accumuiafion of messages (bursf) where the - 
maximal range is dehcd by the maximum aiiowed number of rnessages. 

In the LBAP model a bunt of messages consists of messages &ved ahead of scheakie. 
LBAP is a message arrival process at a resource defined by three paramctes. 

M = Maximum message size (bytdmessage) - R = Maximum rnessage rate (message/second) 

B = Maximum Burstiness (message) 

Emmple 
The LBAP model is discussed in tcm of a specific example: 

Two worMatiins are interconneded by a LAN. A CDplayer is attached to one workstation. Sin- 
gle channel audii data k tmnsferred fmm the CDplayer of this workstation over the network to 
the other computer. At this rernote statiin, the audio data is deliered to a speaker. The audio 
signal ic sarnpled with the trequency of 44.1 W. Each sampie is d e d  with 16 bin. Thii results 
in a data rate of -- ~~. . - 

Rbyie = 44100 Hz X = 88200 byiesls 
8 b i e  

The samples on a CD are assembled to frames. These frames are the aodii messages to be 
tfansmitted. 75 of these audii messages are transmitted per second (R) according to the CD-for- 
mat standard. merefare we encaunter a maximum message size of. 

M = *200 = 1 176 byieslmessage 
75 messageds 

Up to 12000 bytes are assernbled into one packet and transmined over the LAN. In a packet of 
12000 byte transmilted over the LAN we will never encounter m r e  rnessages than 

12000 byies 
2 10 messages = B 

1176 byiesirnessage 

I obviously follows: 

- M = 1176 byleslmessage 

B = 10 messages 

Bursl 



In the caicuiation below it is assumed thaf because of lower adjacent data rate, a burst never 
exceeds a maximum data rate. Hence. bursts do not s u c d  one another. During a time inter- 
val of length f the m&ai number of messages aniving at a resource must not exceed 

e.g. assuine t = 1 s 

M = (10 messages +75 messagesls x 1 s = 85 messages) 

The introduction of B u d n e s s  B aiiows for shon time vioiations of the rate constraint 'Ihis 
way programs and devices that generate burst of messages can be modeiled. Bursts are. e.g.. 
generated when data is transfenred £rom disks in a bulk transfer mode or in our example when 
messages are assembled to larga packets. 

Mcr*imum Average D& Rate 

The rnaximum average data rate of the LBAP is: 
ü = M X R (bytesls) 

= (1176 bytes/rnessage X 75 rnessages/s = 88200 byteds) 

It is guaranteed that messages are processed according to their rate. Messages which amive 
"ahead of scheduie" have to be queued. For dehy 5 period the buffer size is: 

S = M X  ( B + l )  (byte) 

e.g. 

S = 11 76 bytelrnessage X 11 message = 12936 byte 

The function b(m) represents the iogicai b&g of messages. This is the n u m k  of mesages 
which already have anived "ahead of scheduie" at the arrival of message m Let ai be the actual 
arrival time of message q.0 I i 5 n: then b(i) is defined by: 

b (m0) = 0 message 

b(rni) =max(O message~.b(rn~_~) - (ai-ai-l) R+1 rnessage) 

a i - i  = 1 .W s; a = 1.013 s; b (rn. ) = 4 rnessages 1-1 
b(rni) = rnax(0 message.4 rnessage - (1.013 s-1.00 s)  x75 rnessageds + 1 rnessage) 

= 4 rnessages 

Logical Arrival Time 



The logical<rm'val time defines ihe earliest time a message mi can anive at a resource whm aii 
messagcs arrive accordiig to their rate. The logical anival time of a message can then be 
defined as: 

Equivalently it can be computed as: 

I (mO) = ao 
I I(m.) =max(ai 

I 

eg .  

i(rn.1 = max(l.013 s. 1.053 s + 1 mesmge 
) = 1.06 s 

I 75 messageds 

The gwranieed Iogicai I@ of a message mdenotes the maximurn time between the logical 
anival time of m and its latest valid wmpletion time. It resuits from the processing time of the 
rnessages and the competition among daerent wsions for resourccs ie. the wGting time of 
tbc mcssage. if a message anives "ahead of scheduie" thc actual delay is the sum of the logicai 
delay and the time by which it amives too early, it is then larga than the guaranteed logical 
delay. It can also be s d e r  than the logical deiay when it is cornpleted "ahead of schedule". 
The Iudline Nm) is derived frorn the delay for the processing of a message m at a resource. 
The deadlinc is thc sum of the logical ariival time and its l o g i d  delay. 

Workahead Messages 

if a rnessage anives "ahead of schedule" and thc resource is in an idle state, the message can be 
processcd immediately. n i e  messagc is thui called a workahead message, the process is a 
workahead process. A xnaxjmum workohead üme A can be specified (e.g., from the applica- 
tion) for each process. This results in a maximum workdecul Iimif W 

W = A x R  

A= 0.04 s 
0.04 s X 75 messageds = 3 messages 



If a message is processed "ahead of schedule" the logical backlog is greater than the actual 
backlog. A message is c&ul if its logical anival time has passed. Throughout the rest of the 
chapter the LBAP-model is assumed to apply to the arrival processes at each resource. The 
resource must ensure that the h v a l  processes at the output interface obeys the LBAP-param- 
etm. 

4. Proces Management 

The proccss management deals with the zcsome muin pmcessor. The capacity of this 
resource is specified as processor capacity. l k  process managa maps single processes onto 
resources accordiug to a specified scheduling policy such that a i i  processes mect their requim 
ments. 

In most systerns a process unda control of the process manager can adopt one of the foilowing 
states: 

In the initiai state no process is assigned to the program The pnxxss is in the i<lle state. 

If a pmass is waiting for an event, ie. the process lach one of the necessary res0wx.s 
for processing, it is in the bbcked state. 

If all necessary resources are assigned to the process. it is ready lo tun. Thc process only 
needs the processor for thc execution of the program 

A process is nuaning as long as the system processor is assigned to it. 

The process maoaga is the schedulrr. This component transfers process into the ready-to-run 
state by assignment of a position in t .  r@ve queue of the dispatcher, it is the essential 
part of the operating system kemeL The üisjtutciter manages the transition h m  ready lo run 
to m. In most opcrating systems the next proccss to nrn is chosui according to a priority pol- 
is: Between processes with the samc priority the one with the longest re* time is choseh 

- - Today and in the near future existing operating systems must be considaed to - k t h e  M - a f  - - - - -  ~. 

-~--contir t i rmolls-~ procdsing on workstations and personal computers. I the next years there 
will be catainly no new developed muitimedia operating systems which will be acceptcd in 
thc markef thexefore already existing mujfifusking sys@ms must wpe with multimedia data 
handling. The next pamgraph provides a bnef desaiptionaf real-fime support typicaiiy avail- 
able in such systerns. 

41 Real-Time Process Management id Conventional Operating Systems: An Example 
UNiX with the various vaiiants, Wmdows-NT, Apple's System 7 and OS/'#? are, respectively 
will be, the most widely instaiied operating systems with muitilasking capabilities on Personal 
Computers (including the Power PC) and workstations. Although some of them are enhanced 
with special pnority classes for real-time processes, this is not sufäcient for multimedia appli- 
cations. In -931. for example. the SVR4 UNIX scheduier which provides a real-time 
static pnority scheduler in addition to a standard UNM tirraesharing scheduler is analyzed. For 
this investigation three applications have been chosen to run concurrently; "typing" as an inter- 
active application. "video" as continuous-media application arid a batch program The result 
was hat only through irial and error a pdcu la r  combination of priorities and scheduüng ciass 
assignmuits might be found that works for a specific application set, i.e. additional fcatum 
have to be provided for the scheduüng of multimedia data pnxxssing. In order to be more spe- 
cific let us have a deeper look into real-time capabities of one of thesc systcrns. namely OSR. 
On basis of this systern thc availablc 14-time support is demonstrated. 



Threodr 

OSn was dcsigned as a time-sharing openIing system without taking serious real-time appli- 
cations into account An OSf2 threadcan be considered as a IigU weighf pmcess: It is the dis- 
patchable unit of cxccution in thc operating systenn A thread belongs to exactly one address 
spacc (caiied pmcess in the OSi2 teminology). AU threads sharc the resources aiiocated by the 
respecrive address spacel Each thread has its own execution stack, r ea te r  values and dispatch 
statc (either executing or ready to W). Each thread belongs to one of the foiiowing priority 
classes. 

nie rime-criihi ciass is reserved for thnads that requiie immediate attention. 

Thefired-high class is intended for applications that q u i r e  good responsiveness with- 
out hing time criticai. - Thc reguiar class is used for the execuihg of normal tasks. 

- The idie-time class contains thrcads with the lowest prionties. Any thread in this class is 
only dispatched if no thread of any otha class is ready to exemte. 

Prio*s 

W ~ t b  each class 32 different pnorities (0. ... . 31) exist nirough time-slicing threads of 
equai priority have equal chances to execute. A context switch m u r s  whenever a thread tries 
to access an already othenvisc ailocated resource. The thread with the highest prionty is dis- 
patched and the time-slice is started again. At the expiration of the timc slice, OSi2 can pre- 
empt the dispatched thread if otha thrcads of equal or higher priority axe nady to exccutc. The 
time sliee can be varied between 32 msec and 65536 msec. The goai at the determhation of the 
time slice duration is to keep the number of context switches low and to get a fair and efficient 
scheduie for the whole W-time of thc systun Thrcads of the regulat class may be subject of a 
dynamic rise of priority as a function of the waituig time. 

~ ~ ~ p t i v c  ie. if a highu-pri- becomes ready tci cxecute, the.kheduler 
preempts the lower-priOnty thread and assigns the B U  to the higha-priority thread The state 
of the preunpted thread is recorded so that execution can be reswmd later. 

Physicai Device Driver as Process Manager , . 

In OSi2 applications with real-time nqujremenb can run as physical device dnvers (PDD) at 
ring 0 (kerne1 mode). These PDDs can be made non-preemptable. An intempt that occurs on a 
device (e.g., pack& arriving at the network adaptea) can be serviced from thc PDD immedi- 
ately. As soon as an intarapt happens on a device. the PDD getscontml arid does aU the work 
to handle the i n m p t  This may also include tasks which couid be done by application pro- 
ccsses ninning in ring 3 (user mode). The rask running at ring 0 should (but mua not) leave the 
kemel modc after 4 msec. 

PDD programming is complicated mainly due to difiicult testing and debugging. PDD is 
bound to its devicc; it only handles requests from its device regardless to any other events hap- 
pening in the system. Difierent s m  that request real-time scheduiing can only be scrved by 
their PDDs They run in competition with cach 0 t h  without the possibity to cootdinate or 
manage them by any higher instance. This is insufficient for a multimedii system where mes- 
sages c m  atrive at diEwent adapter cards. Inmal timeuitical systcm activities can not be 
controlled and managed through PDD's. Therefore they can not be considered and accounted 
for during scheduling decisions. The exccution of real-time proccsses with PDD's is only a rea- 
sonable solution for a system where strcams anive at only one device and no other advity in 
the system has to be considered. 



OpemCing syskm extemwm for continuous-media processing can be irnplemented as PDD's: 
- in this approach a reai-time schedula and thc p m  managuncnt nui as PDD being ativated 

by a high resolution  time^ In principlc, this is the impl-tation scheme of the OS/2 Multi- 
media Presentation Manager which represents the m u l t h d a  extension to OSR. 

Enh<urced Sy-m Scheduler as Process Manager 

Tkm-aiticai tasks can also be p m s e d  togethex with n o d  appiications running in ring 3, 
the user leweL The aitical tasks can be implmented by thrrads running in the priority ciass 
tk-aitical with one of the 32 priorities withh this class. Each real-time task is assigned to 
one thrcad. A thcad is intenupted if another thrcad with higher priority requires procesing. 
Non time-aiticai applications nin as thnads in thc nguia~ class Thcy are dispatched by the 
operating system scheduler according to their priority. 

The main advantage of this approach is the control and coordination of all time-aitical thnads 
through a higher instance, the s y s m  schedulu This instancc. ruMing with a high- priority 
than aii other dueads, conmis and coon3inates threads according to the adapted scheduiing 
aigorithm and the re.spective processing requhments It can observe the run-time behavior of 
single threads Another entity, the resource manager, detcamintx feasible schedules, take.s care 
of quality of seniice c a l d a h g  and resourcc reservation. The competition for the CPU is reg- 
uiated. The employment of an i n W  scheduling stmtegy and resource rnanagement aiiows 
the provision of processing guarantees. Yet it requires that the native scheduler is enhanced. 

Meiu-Schedukr as Pmcess Manager 

The norrnai pnority driven system scheduler is used to schedule aii tasks. A meta-schedulw is 
employed to assign prionties to real-time tasks La ,  this meta-schedula considers only tasks 
with real-?he requirements. Non timecritical tasks are processed when no timscriticai taik is 
r d y  for executioa In an integrated system the process managanent of continuous data pro- 
cesses will not be realized as a meta-scheduler it rather will be part of the system prowss man- 
ager itseif. This meta-scheduler appioach is also appiied in mrpy UNIX systems. 

- - 
-- 

Continuous-media data processing has to o c m  in exady predetennbed - usuaiiy periodic - 
intervais. Operations on this data rcnirs over and ovu and have to be compbed at certain 
d&es The real-time proccss manager detcrmines a scheduie for the resource CiW that 
aiiows to makeresenations and to give processing guarantees. The problem is to find a feasi- 
ble schedule which schedules aii fime-critical continuous-m& tasks in a way that each of 
them can meet its deadiines This must be m t e e d  for aii tasks in evay period for the whole 
nin time of the systcm in a multimedia system. continuous and dimete media data are pro- 
cessed concurrently. 

For scheduling of multimedia tasks two confliciing goals have to be considered: 

An uncriticai orocess should not suffw from starvation because timecritical Drocesses . 
are executed. Multimedia applications rely as rnuch on text and graphics as on audiio and 
video. Therefore not ali resources should be occupied by the time-critical processes and 
theu management processes. 

On the other hand a timecritical pmess rnust never be subject to priority invenion. The 
scheduler has to ensure that any priority inversion (also betwen time-critical processes 
with diirent pnorities) is avoided or reduced as far as possible. 



Apart of ihe overhead causcd by the schedulabiliiy test and the conneaion establishmen~ the 
costs for the scheduling of every rnessage has to be rninimized. They are more criticai because 
they occur periodidy with cvery mwage during the processing of real-cime tasks. The over- 
head generated by the scheduling and the Operating system is Part of the processing time and 
thercfore has to be added to the proccssing time of the real-time tasks. Thus. it is favorable m 
keep them low. It is parti&ly difficult to observe the h i n g  behavior of the operating system 
and its influenck on the scheduling and the processing of time-critical data It can lead to time 
garbling of application program. Therefore. operating systems in real-time syste.ms can not be 
viewed detached fiom the application programs and vice-a-versa 

4 3  Waditional Real-Time Scheduling 

The problem of real-time proccssing is widely know in computer science [HaSh89,Oper89, 
ShGo90. Tio91]. Some real-time scheduiing methods are employed in opcrations research. 
They differ 6um computer science real-time scheduüng because they operate in a static envi- 
ronrnent wherc no adaptation to changes of the workioad is necessery [Woa87]. 

The goal of tmditionai schedulkig on time sharing computers is optimal throughput, optimal 
resource utihatioq and fair queueing. In conmsf the main goai of real-time tash is to pm- 
vide a schedule that ailows all, respectively as many time-cntical processes as possible io be 
processed in time, according to their deadhe. The scheduling aigorithm has to map tasks onto 
resources such that aU tasks meet their time requirements. Therefore, it must be possible to 
show, or to proof. that a scheduling algorithm applied to r ea l -he  Systems fulfills the h i n g  
requirements of the task 

There are sevemlattempts to solve real-time scheduling problems. Many of them are just van- 
ations of basic aigorithms. in ordes to find the best solutions for mullimedia systems, h t  two 
basic algorithms are analyzed "Earikst Deadline First Algorithmn and "Rate Monotonie 
Scheduling", and their advanmges and disadvantages are elaborated. in the next section a sys- 
tem model is introduced the relevant expressions arc explained in their contelrt 

4.4 Real-Time Scheduling: Sgstem Model 

AU scheduling algorithms to be intnzduced are based on the foiiowing System model for the 
scheduling of real-time tasks. Their essential components are the resources (as discusscd previ- 
ously), the tasks and the scheduling goals. 

A rusk is a schedulable entity of the System, and it corresponds to the notion of a thread in the 
previous description In a hard real-time system, a task is characterizcd by its timing con- 
saainrs as weii as by its resource requirementc. in the considered case. only pcriodic tasks 
without p d e n c e  constraints are discwscd, i.e. the processing of two tasks is mutualiy inde- 



pendent For muitimedia Systems this can be assumed without any major restriction. Synchro- 
nized data, for example. can be processed by a single process. 

Figure 3: Characterizahon ofperiodic tmis 

pwiod'i task T 

The time c o m t s  of the periodic task T are characterized by the foilowing p m e t e r s  (X, e, 
d, P) as demibed in @..eMe80]: 

d * 
f e-) 

e: Processing time of T 

d: Deadline of T 

p: Period of T 

r;RateofT(r= Ilp) 

Whereby 0 I e I d I p (see Figure 3). The starting pokt s is the first time where the periodic 
task requires processing. Afterwards, it requires processing in every perioci with a proctssing 
time of e. At s+(k-l)p the task T is ready for the k-proccssing. The p m x s h g  of T in pcriod k 
has to be finished at s+(k-llp+d. For continuous-mcdia tasks it is assumcd that the deadiinc of -- rL 

yc ' Iik-1) is the ready &-of püiod k, this is known as wngesäon avoiding &adhex 
The dcadline for each message (d) wincides with thc period of the respective periodic task @). 

Tasks can be preemptive or non-pnemptive. A preemptive task a n  be intenupted by the 
request of any task with a highcr pnority. hocessing iskontinued in the same statc iater on. A 
non-preemptive task can not be intenupted until it voluntenly yields the procaso~ Any high- 
pnonty task has to wait until thc low prionty task is finished. The high-pnonty task is then 
subjezt to priority inversion. in the foiiowing aii tasks processed on the CPU are wosidered as 
preemptive d e s s  otherwise stated 

1 

in a real-tim: System the scheduling algorithm must detcamine a scheduie for an exclusive, 
iimited resource that is used by different processes concurrently such that a i i  of them can be 
processed without violating any deadhes. 7his notion can be extended to a model with multi- 
ple resources (cg. CPU) of the same type. It can also be extended to wver different resources 
such as memory and bandwidth for cornmunication, i.e.. the function of a scheduling algorithm 
is to dete.rmine, for a given task set, whether or not a scheduie for executing the tasks on an 
exclusive bounded resource exists. such that the timing and the resource constraints of a i i  tasks 
are satisfied @laning goai). Further. it has to calculate a scheduie if one exists. A scheduling 
algorithm is said to guamntee a newly anived task if the algorithm can find a schedule where 
the new task and aii previously guaranteed tasks can finish processing in every period over the 
whole mn-time to their deadiines. If a scheduiing algorithm guarantees a task. it cnsures that 
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the task finishes processing prior to its deadline CCSRa881. To guarantee tasks it must be possi- 
ble to check the schedulabiity of the newly anived tasks. 

A major perfomance rnehic for a real-time scheduling aigorithm is thc guaranLee r&. The 
guarantee mtio is the total number of guamnteed iasks versus the number of tasks which could 
be proccssed. 

Another perfonnance rnehic is thcpmcessor utüization. This is ihe arnount of processing time 
used by guaxanteed tasks vcrsus the total arnount of processing time -731: 

n e. 

4 5  Earliest Deadline First Algonthm 

The Earliest Deadiine F i t  (EDF) aigorithm is one of the best lcnown algonthms for real-time 
processing. At every new ready state. the scheduler se1ectS among the tasks that are ready and 
not fdly processed that one with the earliest deadline. The requested resource is assigned to 
the selected task. At anv anival of a new task (accordine to the LBAP rnodell. EDF must be . . 
computed immediately ieading to a ncw order -'i.e. the running task is preernpted and the ncw 
task is scheduled according to its deadline. The new task is processed irnmediately if its dead- 
line is earlier than the one of the intemipted task. The processing of the intemipted task is con- 
h u e d  awiording to the EDF algorithm later On. EDF is not only an algorithm for periodic tasks 
but also for tasks with arbit&y requests, deadlines and service cxecution timei [Dert74]. in 
this case, no guarantee about the processing of any task can be given. 

EDF is an optimai, d y m i c  algorithm: Le.. it produces a valid schedule whenevcr one exist A 
dynamic algoritbm schedules every instance of each uicoming task accoxding to its speciiic 
demands Tasks of pexiodic processes have to be scheduled in each pexiod again. With n tasks, 
which have arbitmy ready-times and deadiines. the complexity is 8(d). 
- -- 
For a dynarnic algorithm likc EDF. the u p p  bound of die pmessor utüization i s  100%. Corn- 
pared with any s t a k  priOnty assignment EDF is optimal in a sense that if a sct of tasks that can 
be scheduled by any itatic pnorG assignment it &o can be scheduled by EDF. W~ih a priority 
drivcn system scheduler, each task is assigned a priority aicording to irs deadline. The highea 
prionty is assigned to the task with the earliest deadlinc. the lowest to the one with the furthest 
W~th every arriving task. pnorities might have to be adjusted. 

Applying EDF to the scheduling of continuous-naedia data on a singlc processor machine with 
pnority scheduiing, process priorities are likely to be reananged quit often. A priority is 
assigned to each task ready for processing according to its deadiine. Carnmon Systems usuaüy 
provide only a restricted number of priorities. If the computed priority of a new process is not 
available, the priorities of other procwes have to be rearranged until ihe required priority is 
free. in the worst case. the pnorities of aii processes have to be rearranged. This may cause a 
considmble overhead. Thc EDF scheduiing aigorithm itself makes no use of the prcviously 
known occurrence of periodic tasks. 

EDF is used by different models as aigorithm An extension of EDF is the time-driven 
schedicier (TDS). Tasks are scheduled accordiing to their deadline. Furcher. the TDS is able to 
handle overload situations. if an overload situation occurs the scheduler aborts tasks which can 
not meet their deadlines any rnore. E there still is an overload situation the scheduler removes 
tasks which have a low "vaiue density". The value density corresponds to ihe importance of a 
task for the system. 



In bLSY91 another priority driven EDF scheduling aigorithm is introduced. Here every task 
is divided in to a mandatory and an optionai part A task is tenninated according to the dead- 
line of the rnandatory part even if it is not wmpleted at this time. Tasks are scheduled with 
respect to the deadline of the mandatory parts. A set of task is said to be scheduiable if all tasks 
can meet the deadhes of their rnandatory parts. The optional parts are processed if the 
resource capacity is not fully utilized. Applying this to continuous-media data the method can 
be wd in w m b i i o n  with the &coding of data according to their importance. Take, e.g.. a 
single unwmpressed picaire in a bitmap fomiat Each pixei of this moncchrome picture is 
coded with 16 b i t  The processing of thc 8 most significant biis is mandatory whereas thc pro- 
cessing of the ieast significant bits aui be wnsidered as optionai. With this method more pro- 
cesses can 'be scheduied. In an overload situation the optional parts are aborted l h i s  
implementalion leads to a d e c r d  quality by media scaiing. During QoS requirement speci- 
fication the tasks accqted or were infonned that scaiing may occu~ In such a case scaling QoS 
parameter(s) can be ineoduced which reflects the respective implementation. Therefore this 
approach avoids mors  and improves System perfonnance at the expense of media quaiity. 

4.6 Rate Monotonic Algorithm 

The Rate Monotonic scheduling principle was i n w d u d  by Liu and Layland in 1973 
[LiLa73]. It is an optimal. static, priority&iven aigorithm for preemptive, periodic jobs. Opti- 
mal in this context means that there is no other static aigorithm that is able to schedule a task 
set which can not be scheduled by the rate monotonic aigorithm A process is scheduied by a 
static algorithm at the beginning of the processing. Subsequently. each task is processed with 
the priority caicuiated at the beginning. No further scheduiing is required. The foilowing five 
assumptions are necessary prerequisites to apply the rate-monotonic aigorithm: 

1. The requests for ali tasks with deadlines are @odic. Le. with constant intervais betweui 
consecutive requests. 

2. The p d g  of a single task has to be 6nished before the next task of the sanie data 
s- becomes xeady for execution. Deadlines wnsist of nin-abiility 'wnstrains only. Le. 
each task must be wmpleted before the next request occurs. 

3. AU tasks are indepedent, Le., the requests for a certain task do not depend on the initia- 
tion or completion of requests for any other task - 

4. Run-time for each request of a task is constant Run-time denotes the maximum time 
which is required by a processor to exemte the task without intenuption. 

5. Any non-paiodic task in the System has no rcquired deadhe. Typically They initiate 
periodic task or are tasks for failure recovery. They usuaiiy displace periodic iasks. 

Further work has shown that not ali of these assumptions are rnandatory to employ the rate- 
monotonic algorithm &SSl91, SKGo911. 

Static prionties are assigned to tasks once at comection Set up phase accordiig to their request 
rates. The prionty comsponds to the importance of a task rdatively to other tasks. Tasks with 
higher request rates will have higher prionties. The task with the shortest period gets the high- 
est pnonty and the task with the longest period the lowest priority. 

The rate-monotonic aigorithm is a simple rnethod to schedule time critical, periodic tasks on 
the respective resource. A task will always rneet its deadline if this can be proven to be mic for 
the longcst response time. The response time is the time Span between the request and thc end 



Figure 4: An Euunple of crincal imfants 

of processing of a task. This time span is maximal when aii processes with a higher prioriq 
request to be processed at the Same time. Tnis case knows as &Cu instant (sec Figure 4). in 
this figure the priority of a is. according to the raternonoto~c algorithm, higher than the one 
of b, and the one of b is highcr than ihe one of C.  The cr&d lune wne is ihe time interval 
between the criticai instant and die complerion of a task. 

4.7 EDF and Rate Monotonie: Context switches 

Consider an audio and a video stream schedded accorhg to the rate rnonotonic algonthrn 
Let the audio stream have a rate of 1/75 dsample and the video stream a rate of 1/25 s/fmne. 
The priority assigned to the audio stream is then higha ihm the priority assigned to the video 
stream 'ihe anival of messages f~orn the audio stream will interrupt the processing of the 
video stream if it is possible to complete the processing of a video message that requests pro- 
cessing at the criticd insrant before its d&e, the processing of aii video w s a g e s  to their 
deadlines is cnsu. thus a feasible.schedule exists. .- -. --- 

deadlines dA dB dC 
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EDF 
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Figure 5: Rate monoronic Versur EDF: Context switches in preempiive System 

If more than one sueam is prmsscd wncurrently in a systan it is very likely hat there might 
be more context switches with a scheduler using the rate rnonotonic algorithm than one using 
EDF. Figure 5 shows an example. 



4.8 EDF and Rate Monotonie: Pn>cessor Utilizations 

The processor uiiiization of the rate monotonic aigorithrn is upper bounded. It depends on the 
number of tasks which are scheduled, thcir proccssing times, and theu periods. There are two 
issues to be considexed: 

1. The upper bound of the processor utilization which is detennined by the aiticai instant 

2. For each number n of i n d w e n t  tasks tu a consteIlation can be foAd wherc the rnax- 
imum possible processor utiluation is minimaL The least upper bound of the proccssor 
utilization is the &um of aii proccssor utilizations ovcr aii  SC^ of tasks tö); j E ( I .  ..., 
n). that fully utilize thc CPU. A task set fully utilizes the CPU when it is not possible to 
raise the processing tim of one *isk without violating the scheduie. 

Foiiowing this assumptions. [LiLa73] gives an estimation of the maximal processor utilization 
where the proessinn of each task to its deadline is ~manteed for any consteUatioa A set of 
m independent, paiodic tasks with h e d  priority order will always m&t its deadline if: 

According to [LeSh86] and @La731 for large m the least upper bound of the processor utiliza- 
tion is U=ln2 Hence it is sufficient to check if the processor utilization is less or equal to the 
given upper bound to find out if a task set is scheduiable or not Most existing Systems check 
this by simply comparing the processor utiiization with the value of in 2. 

deadline violations ' 
Figure 6: Rare monoronic versus EDF: Processor urilization 

With EDF. a processor utilization of 100% can be achieved because ail task ire scheduled 
dynamically according to their deadlines. Figure 6 shows an example where the CPU can be 
utilized to 100% with EDF but where rate monotonic ~heduling fails. 





Thc problem of undemtüiziug the processor is aggregated by the fact that Li most cases the 
average task execution time is considerably lowa than the worn case execution time. There- 
fore scheduling algorithms shouid be able to handle transient processor ovexload. The rate 
monotonic algorithm on avczage ensuns that aii d&es will be met evui if the bottleneck 
utikation is weil above 80%. W~th one deadline postponemcnt thc deadlines on avcrage are 
met whcn the uiiüzation is over 90%. [SSLe89] mentions an achievcd utüization bound for the 
Nowy's hwtiai Navigation System of 88%. 

As d&bed above, a siatic algorithm schcdules a proccss oncc at thc beginning of the pro- 
cessing. singic tasks are not cxpiicitIy schcduied ahwards. Whcreas a dynamic algorithm 
schcduies e v q  incorning task according to its spccific demands Sincc the rate monotonic 
dgonthm is an optimal static aigorithm no other static aigorithm can achieve a higher pro=- 
sor utüization. 

4.9 Extensions to the Rate Monotonie Scheduling 

There are several extensions to this aigorithm One of them divides a task in to a mandatory 
and an optional p a  The proccsing of thc mandatory part delivas a wsuit which can be 
accepted by the wec "Zhe optional part only refines the resuit The mandatory part is scheduled 
according to the rate monotonic aigorithm For the scheduling of the optionai pa& 0th- dif- 
ferent poiicies are suggested [ChLiSS. LLNa87, ChLi891. 

In some systems therc are aperiodic tasks next to periodic ones. To meet the requiraraents of 
periodic tasks and the response time requirements of aperiodic requests. it must be posible to 
schedule both, aueriodic and Denodic tasks. if the aueriodic rquest is an aperiodic continuous 
stream (e.g. video knages as & of a slide show). Ge have thc &ssibiity 6 h-ansform it into a 
penodic stream Evcry tuned data item can be substituted by n items. The new i& have the 
duration of the minimal life Span. 'lhe nurnber of streams is incruised but sincc the life span is 
decreased the xmantic r e h  unchangcd. The stream is now pdodic.1 because every im 

- .- iife Span -1. if the stream~isaosoontiauous, we can apply a q m d h a - v a  
to r+nd to apcriodic quests. The serva3 pmvidcd with aac0mpueon budget ?bis bud- 
get is refieshed t uni& of time after it has been exhausted. Earlier rekeshing is also possible. 
The budget repremts the computation time resewed for aperiodic tasks. l ü e  serva is only 
aiiowed to preempt the execution of periodic tasks as long as the computation budgct is not 
exhaustea Aftenvards it can only continue the execution with a background priority. After 
refreshing the budg* the execution can resutne at the servas assigned priority. The sporadic 
Server is especially suitable for events that occur rarely but must be handlcd quickly (cg. a 
telepointer in a CSCW-appiication) [ShGo90, SSLc89, Sp901. 

The rate monotonic algarithm is, for example, appliexi in reai-time systems and reai-time oper- 
ating Systems by the NASA and the Europesn Space Agency [ShRa89]. It is particularly mit- 
able for continuous-media data processing because it makcs optimal use of their periodicity. 
Since it is a static algorithm there is nearly no rearrangement of prionties and hence -in con- 
trast to EDF- no scheduiing overhead to deterrnine the next task with the highest pnority. Roh- 
lems emerge with data sueams which have no constant processing time per message as 
speciEed in MPEG-2 (e.g. a compressed video sueam where one of five pictures is a full pic- 
ture and aii others are updates of a reference picke). Thc simplest solution is to scheduie this 
tasks according to theu maximumdata rate. In this case the processor utilization is dccreasing. 
The idle time of the (PU can be used to process non-time-critical tasks. In multimedia sys- 
tems, for example, this is the processing of discrete media. 



4.10 Other Appmaches for in-Time Scheduling 

Apart of the two in detaü discussed methods, further scheduling algoriiium have been evalu- 
ated to-& thcir suitability for the pmcesshg of cmtinuous-media data In the foUowing 
paragrephs ihe most significant approaches are briefly described and the reasons for their "non 
suitabiity, compared to EDF and rate-monotonic. towards theu employment in muitimedia 
systems are enumwated. 

Least Laxity First &Ln: Thc task with the shortest remaining iaxity is scheduied  EIS^ 
[CrW090. LcSh86l. Thc laxity is the time between the achial time t and the deadline minus thc 
rematiing processing time. The iaxity in period k is: 

LLF is an optimal. dynamic algorithm for ez%lwive resowces. Furthemiore it is also an opti- 
mal algorithm for multiple rcsoww if the ready-times of the real-time tasks are the sarne. The 
iaxity is a function of dcadiine. proccssing-time and the C-t timt Thereby the processing- 
time can not be wactly spccified in advmcc. At thc calcuiation of the laxity the worstcase. is 
assumed. Therefox the determination of the laxity is inexact The laxity of waiting processes 
is dynamically changing ovcr time. During m-time of a task, another task may get a lower 
laxity. This task has then to preempt thc ninning task Consequently, mks can preempt each 
other several times without dispatching a new task Thk rnay cause numcrous context 
switches. At each scheduling point (when a process become. nady to nin or at the end of a 
time slice) thc laxity of each task has to be newly dcteamined. This leads to an additional over- 
head compared with EDE Sincc we have only a single resource to scheduie there is ao advan- 
tage in the employment of LLF compared with EDF. Future muitimedia systems might be 
multi-proccssor systems; here LLF might be of advantage. 

Deadline Monotone Algorithm: If the deadline of Qsks are less than aeir period (d,-,-pi), the 
pracquisita. of the rate monotonic ngorid& & violated In this case. a 6x4 priority assign- 
rnent m r d i n g  to the deadlkes of the tasks is optimal. 

A task Ti gets a higher priority than a task Tj if 4 < <. No effective ~hedulabiity test for the 
deadline monotone algorithm exisis. In order to d e t e d e  thc xhedulab'ity of a lask sef it 
has to te checked for each task if it meets its dcadlue in the worst case. In thk this, all tasks 
require execution to their criiical instant rnWh82, LSST91]. Tasks with a deadiine sho* 
than thW @od. for cxample. arisc during the measurements of iemperature or pressure in 
control sptcms. in rnuitimdia systems deadlines equal to period lengths can be a s s d .  

Shortest Job First (W: The task with the shortest remaining computation time is chosen for 
execution [CrWo90. Frui821. This algorithm guarantecs that as many tasks as possible meet 
their deadlines under an overload situation if all of them have the same deadline. In muitimedia 
systems, where the resource management dows ovwload situations, this might be a suitablc 
algorithm. 

Apart of the most important real-time scheduling methods discussed abovc other might be 
employed for the processing of continuous-media data (an on-line scheduler for tasks with 
unknown ready times is introduccd by [HoLe88]; in [HaSh89] a real-time monitoring system is 
presented where all necessary data to calcuiate an optimai xhedule  is available). in most mul- 
timedia systems with prcemptive tasks. the rate-monotonic algorithrn in different variations is 
employcd. So far. no other scheduling techniquc has becn proven to be at least as suitablc for 
multimedia data handling as thc EDF and rate monoionic approaches. 



4.U Preemptive versus Non-Preemptive Task Scheduling 

Real-time tasks can be distinguished into preemptive and non-preemptive tasks. If a task is 
non-preemptive. it is processed and not interrupted untii it is finished or requires fuaher 
resources The contrary of non preanptive tasks arc preemptive tasks. The processing of a pre- 
emptive task is intcrrupted immediateiy by a request of any higher priority task. In most cases. 
where tasks are tnated as non-preemptive, the anival iimes. processing times, and deadlines 
are arbitrary and uaknown to the scheduler until the task actually arrives 'Ihe best algorithm is 
the one which maximizes the number of completed tasks. in this case it is not possible to pro- 
Mde any proctssing gwantees or to do rcsource management 

To guarantee the processing of paiodic p m s e s  and to get a feasible schedule for a pexiodic 
dearuines dA dB 
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Figure 7: Preempmte Versur non-preemptive scheciuling 
- -  

task set, tasks are usually treatcd as preemptive. One reason is that high preemptability mini- 
mizes pnonty inversion Another reason is  that for some non-preemptive task Sets no feasible 
schedule can be found. whercas for rmcm~tive scheduline. it is ~ossible. Firne 7 shows an 
example where the scheduling of p&mpt&e tasks is po&ible but non-pre*ptive tasks can 
not be scheduied. 

In [LiLa73] Liu and Layknd show that a taskset of rn periodic. preemptive tasks with process- 
ing hmes ei and request periods pi V i E ( I ,  ..., m) is scheduiable - with fixed priority assignrnent if 

- and for deadline driven scheduling if 

Here the preernptiveness of tasks is a necessary prerequisite to check their schedulability. 



The i i r t  schedulability teSt  for the scheduiing of non-preemptive tasks was inuoduced by 
Nagarajan and Vogt in W o 9 2 J .  Assume. withoutloss of generaiity. that task rn bas bighest 
priority and task 1 lowest Thcy proof that a set of rn periodic saeams with pcriods pi, dead- 
lines 4, procecsuig hmes ei and 4 Spi  V i E ( I ,  ..., m) is schcdulable with the non-preemptive 
hxed priority scheme if 

X where F ( x  y) = teil(-) + 1. 
Y 

This means that the time between the logicai h v a l  time and the deadline of a task ti has to be 
larger, or qua1 to tbe sum of the own prccessing time ej and the processing time of any h i g h  
priority task that raquires execution during that time interval plus the longcst processing time 
of a l l  lower and higher pnority tasks (max(isj<n) cj) that might be serviced at the d v a l  of the 
task ri. 

- . 

t 

Figure 8: Deadline requirements for non-preemptive scheduling 

The scheduiab'ity test is an wctension of Liu's and Layland's. Given m puiodic tasks with peri- 
odspi and the same processing time E per -sage. Let 4 = pi + E be the deadhe for task ti. 
Th&-the sneams are scheduiable 

with the non-preemptive rate monotonic scheme with: 

with deadline-based scheduiing, the Same holds with: 



Consequently. non-preemptive continuous-media tasks can also be scheduled However. the 
scheduling of non-preaiptive tasks is l a s  favorable because the number of schedulable task 
sets is smailer compared to preemptive tasks. 

4.12 Scheduling of Continuous Media lbsks: Pmtotype Operating System 

Most mulhedia opaating systcms apply one of the above dkcused methods In some sys- 
tems the scheduler is replaced by a real-time scheduler. Therefo% these systems can be 
viewed as new op&g systans. Thcy an usually not compatible to existing systuns and 
appiications. Other Systems apply a meta-scheduier based on an existing pn>cess manager. 
Only these systems will have a commcrcial impact in short and medium tem because they 
ailow to IUU already existing applications. 

ARTS 

The "AdvmedRed-Tune Technology Operating System" is a real-time operating system for a 
distributed environment with one real-time pro- managez It was developed on SUN3 work- 
stations, connected with a real-time network based on the IEEE.8025 T o b  Ring and Ether- 
net, by the computer science depamwat of the Camegie Mellon University. To solve the 
scheduling problems the W-dr iven  scheuer (TDS) with a priority inheritance protocol was 
adopted. This pnority inherimce protocol was used to prevent unbounded priority inversion 
arnong communication tasks. Tasks with hard deadlines are scheduled according to the rate- 
monotonic algorithm. The system is also provided with otha scheduling methods for experi- 
mental reasons [MeTogO]. 

"Yet Amther Red-Tune Operating System" was developed at the Univasity of Noah Carolina 
at Chapel Hili as an operating system b e i  to support confe~cing applications [JSPo91]. 
An optimai, preemptive algorithm to schedule rasks on a single processor was developed. The 
scheduhg algorithrnresults from the integration of a synchronization scheme to access shared 
resoiuces with the EDF'algorithm Here. a task has two notions of deadhe, one for thc iniw 
aquisition of the processor, and one for exemtion of opemions on resouras To avoid prior- 
ity inversion. tasks are provided with separate deadlines for perfomüng opexations on shared 
resources. It is guaranted that no shared resource is accessed simultaneously by more than one 
task. Furthe~. a shared resource is not longer occupied by a single task than absolutely n m -  
sary. 
Splil-Level Scheduling 

The split levd schcduler was deveioped withui the DASH-project at the University of Califor- 
nia at Bakeley. Its main goal is to provide a beacr support for multimedia appiications 
[Ande93]. The applied scheduling policy is deadlindworkahead scheduling. The LBAP-model 
is used to describe the anival processes. Critical processes have priority over aii  other pro- 
cesses and they are scheduled according to the EDF algorithm preemptively. Interactive pro- 
cesses have pnority over workahead processes as long as they do not become critical. The 
scheduiing poiicy for workahead processes is unspecified but rnay be chosen to minimize con- 
text switching. For non real-time processes. a scheduiing strategy like UNIX time-siicing is 
chosen. 

Three C&ss ~cheduler 

This scheduler was developed as part of a video-on-demand file servica at DEC. Littleton. The 
design of the scheduler is based on a combination of weighted round-robin and rate monotonic 



scheduling [RVG*93]. Three classes of schedulable tasks are supported. The isochronous class 
with the highest pnority applies thc rate-monotonic algorithm, the real-time and the general- 
purpose class are using ihe weighted round-robin scheme. A gcnd-purpose task is preemp- 
tive and runs with a low priority. The real-time class is suitable for tasks that nquire guaran- 
teed throughput and bounded delay. The isochronous class supports real-time periodic tasks 
that require pexformance guarantees for throughpuf bounded latency and low jittet Real-time 
and isochronous tasks can only be pmmpted in "precmption windows". The scheduier exe- 
cutes tasks from a ready queue in which aii isochronous ia&s are arranged according to thcir 
pnonty. At the anivai of the task the schcdulcr dctermiuts whether the camntly mnning task 
has to be preempted. General-purpose. tasks are irnmcdiately preempted, real-time ta&s are 
preempted in the next preemption window. isochronous taslrs are preempted in the next pre- 
emption window if their priority is lower tha. the one of the new task. Whuiever the queuc is 
empty the scheduier alternates betwben the real-time and generai purpose classes using a 
weighted round-robin scheme. 

To support real-time processing of conMuous-media meta-scheduler for rhe operating systems 
AM [WBVo94] and OS/2 NSSt921 was developed at the European Networking Center of 
IBM in Heidelberg. Both are based on thc LBAP-model. According to the rate-monotonic 
algonthrn rates are mapped onto system priorities. 

Experience with ihe Meta-Scheduler Approach 

In this paragraph the employment of thc OSf2 meta-scheduler is discussed MSSt92]. The 
experiences show the limits of this approach. For example, each singe pmcess in the system is 
able to tun with a priority initiaüy intended for red-time ta&. These pnxesses are not sched- 
ulcd by the rcsoura manager and thcnfore violate the caicuiated schedule. A malinous pro- 
c e s  can block the whole system sirnply by mnning with the highest pnority without dving up 

.- control, P . 
. 

The management of scheduiing algaritbms requires exact tune rneasurernent In OS12, for 
example, it is not possible to measure the exact time a thread is using the CPU. Any measure- 
ment of the processing time includes intcmpts. If a process is intenupted by another process it 
also includ& the time-nded for the contei swiKThe granuiarity of the OS/2 sys& timers 
are insufficient for thc processing of real-time tasks. Hmce the rate control is kiaccuate 
because it is deterrnined by the granuiarity of the system h. 

To achieve fuü &-time capabiilitics at least thc native scheduier of the o p t i n g  system 
wouid have to be extended. The operating system shouid be enhanced by a class of fast non- 
preemptive threads and the ability to rnask intemipts for a shoa pdod of time. Prioritics in 
this thread class should only be assigned to threads that are already registered by the resource 
manager. This dass should be resuved uclusively for seid threads and monitored by a 
system component with extensive control faditics. Pexfomiancc enhancement of the sched- 
uier itsclf incorporating sorne rnechanisms of real-- scheduling l i e  eariiest deadline first 
would be another solution. The operating system should in any case provide a time ~~e- 
ment tool that aiiows the measurement of pure CPU-time and a timer with a finer granularity. 
This may be achieved through a timer chip. 

5. File Systems 

The file system is said to be the most visible part of an opcrating systern. Most programs write 
or read on iilcs, thcir program codc as well as User data stored in filcs. Thc organization of thc 



file system is an important factor for the usabiity and convenience of the operating system. A 
fiie is a sequence of information held as unit for storage and use in Computer systems [Krak88]. 
Files are stored in secondary storage, they can be used by different applications. The lifespan 
of files is usuaily longer than the execution of a program In traditional file systems, the infor- 
mation types stored in fdes are sources, objects, libraries and executables of prograrns, numeric 
dat* text, payroU records etc. j?eSi83]. In multimedia systems, the stored information also 
covers digitized video and audio with their related real-time "read" and "write" demands. 
Therefore, additional requirements in thc design and implementation of fiie systems have to be 
considered. 

The file system provides access and control functions for the storage and retrieval of files. 
From the user's viewpoint, it is' important how the fiiesystem aiiows to organize and structure 
files. The internals, which are more important in our context, ie., the organization of the file 
system deal with the representation of information in files, their structure and organization in 
secondax-y storage. Because of its irnportance for multimedia, disk scheduling is also presented 
in ihis context. 

The next section starts with a brief characterization of traditional f le  systems and disk schedul- 
ing algorithms. Subsequently, different approaches to organize multimedia 6les and disk 
scheduling algorithms for the use in multirnedia systems are discussed. 

5.1 'lkaditional File Systems 

The two rnain goals of traditional fies systems are: (I) to provide a comfortable interface for 
file access to the user, and (2) to make efficient use of storage media. Whereas the first goal is 
still an area of interest for research (e.g. indexing for f le  Systems [Salz911 and intelligent file 
systems for the content-based associative access to file system &ta [GiTogl]), the structure, 
organization and access of data stored on disk, have been extensively discussed and investi- 
gated over the last decades. In order to understand the specific muitirnedia developments in 

. - 
this .area this paragraph gives a brief overview on files, fiie Systems organizations and file . .. 

access rnechanisms. Later, disk scheduling algorithms for file retrieval are discussed. 

File S fructure: 

We commonly distinguish between two ways of file organization: 

In sequential storage, each file is organized as a simple sequence of bytes or records. Files are 
stored consecutively on the secondary storage media as shown in Figure 9 . They are separated 
from each other by a weli defined "end of file" bit Pattern, character, or character sequence. A 
file desaiptor is usuaily placed at the beginning of the file and is, in some systems, repeated at 
the end of the file. Sequential storage is the only possible way to organize the storage on tape, 
but it can also be used on disks. The main advantage is its efficiency for sequential access as 
weil as for direct access [KrakSS]. Disk access time for reading and writing is minimized. 

AdditionaUy, for further irnprovement of performance with caching the file can be read ahead 
of the User program [Jans85]. in Systems where file creation, deletion, and size modification 
occur frequently, sequential storage has rnajor disadvantages. Secondary storage is splitted, 
fragmented, through creation and deletion operations, and files can not be extended without 
copying the whole files into a larger space. By a process the files may be copied such that all 
files are located adjecentiy, i-e.. without any "holes" between them. 

In non-sequential storage the data items are stored in a non-contiguous order. 
There exist mainl y two approaches: 



contiguous placement 

2nd fiie I I I I I 

3rd H e  
1 I 

Figure 9: Contiguous and non-contigrrous Storage 

One way is to use linked blocks, where physical blocks, containing consccutive logical 
locations, are linked using pointem. The file descriptor must contain the number of 
blocks occupied by the file, the pointer to the h t  block, and it may also have the pointer 
to the last block A serious disadvantage of this method is the cost of the implementation 
for random access because ail pnor data has to be read In MS-DOS a similar method is 
applied. A file ailocation table (FAT) is associated with each disk One entry in the table 
represents one disk block, The directory eniry of each file holds the block number of the 
first block The number in the slot of an eniry refers to the next block of a file. The slot of 
the last block of a file contains an end-of-file rnark nane871. - Another approach is to Store block information in mapping tables. Each file is associated 
with a table where, apart fiom the block nurnbers, information like owner, file size, cre- 
ation time, last access time etc. are stored. Those tables usually have a fixed size which 
means that the number of block references is bounded, Files with more blocks are refer- 
e n d  indirectiy by additional tables assigned to the fiies. In UNIX, with each £iie a smail 
table (on disk) d e d  an i-node is associated (see Figure 10). The indexed sequential 
approach is an exarnple for multi-level rnapping, here 'logical and physical organization 

- - is not clegly separated w a s ] .  

Nurnber of links to fiie blocks -1 /JE&%f? blocks 

T i e  created 

Double indirect 

Figure 10: The UNIX i-node [Tane87] 



Files are usually organized in directories. Most of today's operating Systems provide tree struc- 
tured directories where the User can organize the files according to his personal needs. In mul- 

- timedia systems, it is important to organize the files in a way that ailows an easy, fast, and 
contiguous data access 

Disk Manrsgemenf= 

Disk access is a slow and costiy transaction. In traditional systems, a common technique to 
reduce disk access art block caches. Using a block cach4 blocks arc kcpt in memory becausc it 
is expected that future read or write opemtions access this data again, thus, pcrfonnance 
increased due to shorter access time. Another way to increase performance is to reduce disk 
arm motion. Blocks, that are likely to be accessed in sequence, are placed together on one cyl- 
inder. To refine ihis method, the rotational positioning can be taken into account. Consecutive 
blocks are placed on the same cyiinder but in an interleaved way as shown in Figure 11. 
Another important issue is the placement of the mapping tables (e-g. I-nodes in UNIX) on the 
disk. If they are placed near the beginning of the disk then the distance between them and the 
blocks WU be, on average, half the number of cylinders. To improve this, they can be placed in 
the middie of the disk. Hence the average seek time is roughly reduced by a factor of two. In 
the Same way, consecutive blocks should be placed on the Same cylinder. The use of the sarne 
cylinder for the storage of the mapping tables and the referred blocks also hproves the perfor- 
mance. 

interleaved Storage 
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Figure 11: Interleaved and non-interleaved storage 

Disk Scheduhg: 

Whereas strictly sequential storage devices (e.g. tapes) do not have a scheduling problem, for 
random access storage devices every file operation may require movements of the readwrite 
head. This operation, known as 'to seek' is very time consuming, i.e., a seek time in the order 
of 250 ms for CD'S is still stak of the art. The actual time to read or write a disk block is deter- 
mined by 

the seek time (the time required for the movement of the read/write head). - the latency time or rotational 'de1a-y (tke t i i  iiufing which the transfer can not be pro- 
ceed untii the right block or sector rotates under the readfwrite head), 

the actual data transfer time needcd for the data copy from disk into main memory, 



Usually the seek time is the largest factorof the actual transfer time. Most systerns try to k e ~ p  
the cost of seeking low by applying speciai aigorithms for the scheduling of disk read/write 
operations. The access of the Storage device is a problem greatly infiuenced by the file aiIoca- 
tion method. For instance, a program, reading a contiguously aiiocated He, generates requests 
which are located close together on a disk, thus head movement is iimited. Linked or indexed 
6les with blocks, which are widely scaäered, cause many head movements. In multiprogram- 
ming systems, where the disk queue rnay often be nonempty, faimess is also a criterion for 
scheduling. Most systems apply one of the foliowing scheduling algorithms: 

First-Come-First-Served (FCFS): With this algorithm the disk &ver accepts requests 
one at the time, and it serves them in the incoming o r d e ~  This is an easy to program and 
an intrhsicaliy fair algorithm However, it is not optimal with respect to head move- 
ments because it does not consider the location of the other queued requests. This results 
in a high average seek time. Figure 12 shows an exarnple of the application of FCFS to a 
request of 3 queued blocks. 

Shortest-Seek-Time First (SSTF): At every point in time when a data iransfer is 
requested, SSTF selects among all requests that one with the minimum seek time from 
the current head position, therefore the head is moved to the closest track in the request 
queue. This algorithm was developed to minirnize seek time and it is in this sense opti- 
mal. SSTF is a modification of Shortest Job First ( S m ,  and Like SJF, it may cause starva- 
tion of some requests. Request targets in the rniddle of the disk will get immediate 
service on the expense of requests in the innemost and outemiost disk arm. Hgure 13 
demonstrates the operation of the SSTF algorithm. 

SCAN: Like SSTF, scan orders the requests to minirnize seek time. In contrast to SSTF, 
- it täkes the direction of the current disk movement into account It first serves ali requests 

in one direction until it docs not have any request in this direction anyrnore. The head 
movement is then reversed arid service is continued. SCAN provides a very good seek 
time, because the edge tracks get better service times. Note, that rniddle tracks still get a 
better service then edge tracks. When thc head movement is reversed it first serves wacks 
that have reccntiy bcen scrviccd. whcre the heaviest density of requests, assuming a uni- 



Figure 13: SSTF disk scheduiing 
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Figure 14: SCAN disk scheduling 

form distribution, is at the other end of ihe disk. Figure 14 shows an example of the 
SCAN algorithm 

C-SCAN: C-SCAN also moves the head in one direction, but it offers fairer s e ~ c e  with 
more uniform waiting times. It does not alter the direction as in SCAN, instead it scans in 
cycles, always inaeasing or decreasing, with one idle head movement from one edge to 
the other between two consecutive scans. The performancc of C-SCAN is somewhat less 
than the one of SCAN. Figure 15 shows the operation of the C-SCAN algorithm. 
Traditional file systems are not designed for their employment in multirnedia systems. 
They do, for example, not consider requirements iike real-time which are irnportant to 
the reirieval of stored audio and video. To serve this requirements, ncw policcs in the 
stxucture and organization of files, and in the remeval of data from the disk havt to be 



Figure 15: C-SCAN disk scheduiing 

applied. The next section outlines the most hportant developments in this area. 

5.2 Multimedia File Systems 

Compared to the increased performance of processors and networks, storage devices have 
become only marginaily "faster" ~~11911. The effect of this increasing speed misrnatch is the 
search for new storage stnictures, and storage and retrieval mechanisrns with respect to the fiie 
system Continuous-media data is different to disaete data in: 

Red-Tune Chmacferisücs: As mentioned above, the retrievai, computation, and presen- 
tation of continuous media is time dependent. The data has to be presented (read) before 
a weii defined deadline with small jitter only. n u s ,  algonthms for the Storage and 
retrieval of such data have to consider time constraints, and additional buffers to smooth 
the data stream, have to be provided. 

File S k :  Compared to text and graphics, video and audio have very large storage space 
requirements. Since the file system has to store information ranging from smaU unstmc- 
tured units like text files to large, highly structured data units like video and associated 
audio. It has to organize the data on disk in a way that efficiently uses the Limited storage. 
For exarnple, the storage requirements of uncompressed CD quality stereo audio are 1.4 
Mbits/s, low but acceptable quality compressed video still requires about lrvlbit/s using, 
e-g., MPEG-1. 

Muitiple Data Streams: A multimedia system has to support different media at a time. It 
does not only have to ensure that aü of them get a sufficient share on the resources, it also 
has to consider tight relations between different streams arriving fkom different sources. 
The retrieval of a movie, for exarnple, requires the processing and synchronization of 
audio and video. 

There are different ways to support continuous media in file Systems. Basically it can be distin- 
guished between two approaches. With the h s t  approach, the organization of files on disk 
remains as it is. The necessary real-time support is provided through special disk scheduling 



algorithms and sufficient buffer to avoid jitter. In the second approach, the organization of 
audio and video üles on disk is o p t h i i d  for their use in muitimedia systems. EspeciaUy 
scheduling of multiple data streams still remains an issue of research. 

In this section, the different approaches are discussed and examples of existing prototypes are 
introduced. Fmt, a bnef introduction of the different storage devices employed in muitimedia 
systems is given. Then the organhation of files on disks is discussed. Subsequently different 
disk scheduling algoriuims for the reirieval of continuous media are introduced. 

5.2.1 Storage Devices 

The storage subsystem is a major component of any information system. Due to the immense 
storage space requirements of continuous media, conventional magnetic storage devices are 
often not sufficient anymore. Tapes, still in use in some traditional systems, are inadequate for 
multirnedia systems because they can not provide independent accessible streams, and m d o m  
access is slow and expensive. 

Apart fkom common disks with large capacity, some multimedia applications, such as kiosk 
systems, use CD-ROMS to store data. in generai, disks can be characterkd in two different 
ways. 

First, how information is .stored on them There are rewriteable (rnagnetic and optical) 
disks, write-once (WORM) disks and read-only disks like CD-ROMS. - The second distinctive feature is the way of recording. It is distinguished between mag- 
netic and optical disks. The main differente between them is the access time and their 
track capacity. The seek time on magnetic disks is typically above 10 rns whereas on 
optical disks 200 ms is a common lower bound. Magnetic disks have a constant rotation 
speed (constant anguiar velocity, CAV). Thus, while the densitz varies the storage capac- 
ity is the same on inner and outer tracks. Opticai di&s have varying rotation spccd (con- 

-- stant linear velocity, CLV) and hence, the Storage density is the Same on the whole disk 
- . .  . 

Therefore different algo~tbms for magnet& aud optical di&s ar& necessary. Fde systcms on 
CD-ROMS are defined at ISO 9660. it is considered to be closely related to W-ROMS and 
CD-ROM-X. Very few variations are possible. Hence, we will f&s the description on algo- 
rithms appiicable to magnetic storage devices. 

5.22 File Stmcture and Placement on D i k  

Whereas in conventional £iie systems the main goal of the file organization is to make efficient 
use of the storage capacity (ie. to reduce internal and extemal fragmentaiion) and to allow 
arbitrary deletion and extension of files, in multimedia systems the main goal is to provide a 
constant and timely retrieval of data. internal fragrnentation occurs when blocks of data are not 
entirely fiiled. On average the last block of a file is only haif utilized. The use of large blocks 
leads to a larger waste of storage due to this internal fragmentation. Externai fragmentation 
mainly occurs when files are stored in a contiguous way. After the deletion of a file the gap can 
only be filied by a file with the sarne or a smailer size. Therefore there are usuaily small frac- 
tions between two files that are not used, storage space for continuous media is wasted. 

As mentioned above, the goals for multimedia file systems can be achieved through providing 
enough bufferfor each data strearn and the&ployment of disk skheduling algorithms, espe- 
cially optirnized for real-time storage and retrieval of data. The advantage of this approach 
(where data blocks of single files arc scattered) is flexibility. Extemal fragmentation is avoided 
and the sarne data can be used by several streams (via references). Even using only one stream 



this might be of advantage, for instance, it is possible to access one block twice, e.g. when a 
phrase in a Sonata is repeated. However, due to the large seek operations during playback, even 
with optimized disk ~cheduling, large buffers have to be provided to smooth jitter at the data 
reaieval phase. Therefore, there are also long initiai delays at the retrieval of continuous 
media. 

Another problem in this context is the restricted transfer rate. With upcoming disk anays, 
which might have 100 and more parallel heads, the projected seek and latency times of less 
tha. 10 rns, and a block size of 4 Kbytes at a trauder rate of 0.32 GigabiVs wiil be achieved. 
But this is, for example, not sufficient for the sirnultaneous retricval of four or more production 
level MPEG-2 Videos compressed in HDTVquaiity that rnay r e q k  iransfer rates of up to 100 
Mbitls. [Stei94a, Stei94bl . 

Approaches, which use specific disk layout, take the specialized nature of continuous-media 
data into account to minimize the cost of remeving and s t o ~ g  streams. The much greater size 
of continuous-media Eies and the fact that they will usuaily be remeved sequentialiy, because 
of the nature of operation performed on them (such as play, pause, fast forward etc.), are rea- 
sons for an opthization of the disk layout. The own application related experience has shown 
that continuous-media streams predorninantly belong to the write-once-read-rnany nature and 
strearns that are recorded at the same time are likely to be played back at the sarne time (e.g. 
audio and video of a movie) [LoSh93]. Hence, it seems to be reasonable to store continuous- 
media data in large data blocks contiguously on disk Fdes that are likely to be retrieved 
together are grouped together on the disk Thus, interference due to concurrent access of these 
files are ' ' 

' J. With such a disk layout the buffer requirements and the seek times 
decrease. 

The disadvantage of the contiguous approach is external fragmentation, and copying overhead 
during insertion and deletion, To avoid this without sca#ering blocks in a random manor over 
the disk, a multimedia file System can provide constrained block allocation of the continuous 
media. I .  [GeCh92] different placement strategie were compared The size of the blocks (M) 
and the size of the gaps (G) between them can be derived from the' requirement of continuity. 
The size is measured in terrns of sectors. We assume that lhe data tr'ansfer rate rdt is the Same as 
the disk rotation rate (sectors/s). The continuity requirement in this case is met if the time to 
skip over a gap and to read the next media block does not exceed the duration of its playback 
T ~ ~ , ( S )  ~ ~ i 9 2 1 .  

Since there are two variables in the equation, the storage pattem (M, G) is not unique. There 
are several combiinations possible to satisfy the above equation. Problems occur if the disk is 
not sufficientiy ernpty, so that single data streams can not be stored exactly according to their 
storage pattem. In this case the continuity rquirements for each block are not süictly main- 
tained. To serve the continuity requirements, read-ahead and buffering of a determined number 
of blocks has to be introduced. See, e.g., [RaVigl, RKW92, ViRa931 for a dctailed description 
of this storage method. 

Some Systems using scattered storage make use of a special disk space allocation mechanism 
to aiiow fast and efficient access. Abbott performed the pioneer work in this field [Abbo84]. 
He was cspecially conmed  about the size of single blocks and their positions on disk. 
Another topic to be considered is the placement of different streams. With interleaved place- 



ment aU n'th block of each stream are in close physical proximiw on disk A contiguous inter- 
- leaved placement is possible as weii as a scattered interleaved placement. With interleaved 

data streams synchronization is much easier to handle. On the other hand, the insertion and 
. deletion of single parts of data streams become more complicated. 

In [KWYe94] a layout algorithm was deweloped and analyzed which provides a uniform distri- 
bution of media blocks on the disk after copying or writing audio and video fdes. It takes into 
account that -er fies will be merged. Thaefore a set of non-fxlied gaps is left. This uniform 
distribution is achieved by storhg new blocks at the center of existing - so far - non-filied gaps. 
With this 'central merging method' gaps are successively split into two new equal gaps. It was 
shown that the mean efficiency of the secondary stoiage wage with this algorithm is about 75 
% without violation of any real-time constraint m e 9 4 ] .  

5.2.3 D'ik Scheduling Algorithms 

The rnain goal of traditional disk scheüuling aigorithms is to reduce the cost of seek opera- 
tions, to achieve a high throughput, and to provide fair disk access for every process. The addi- 
tional real-time requirements, introduced by multimedia systems, make traditionai disk 
scheduling algorithms, such as described before, inconvenient for multimedia systems. Sys- 
tems without any optimized disk layout for the storage of continuous media depend far more 
on reliable and efficient disk scheduling algorithms than others. in case of contiguous storage, 
scheduling is only needed to serve requests kam multiple streams concurrently. In [LoSh93], a 
round robin scheduler is employed that is able to serve hard real-time tasks. Here, additional 
optimization is provided through the close physical placement of streams that are Likely to be 
accessed together. 

The overall goal of disk scheduling in muitimedia systems is to meet the deadhes of all time- 
critical tasks. Closely related is the goal to keep the necessary buffer space requirements low. 
As many streams as possible shouid be served concurrently, but aperiodic requests should also 

- be schedulable without delaying their service for an-infinite amount of time. The scheduling --- 
algorithm has to find a balance between time constrains ahd efficiency. 

Earliest Deadline First 

Let us first look at the EDF scheduling strategy as de&bed above for CPU scheduling but 
used for the file system issue as weL Here the block of the stream with the nearest deadline 
would be read first. The employment of EDF as shown in Figure 16 in the strict sense results in 
poor throughput and an excessive setk time. Further, as EDF is most often applied as a pre- 
emptive scheduling schemc the costs for preemption of a task and scheduling another task are 
considerably high. The overhead caused by this is in the Same order of magnitude as at least 
one disk seek. Hence EDF has to be adapted or combied with file system strategies. 

SCAN-Eaeliest Deadline First 

The SCAN-EDF strategy is a combiination of the SCAN and the EDF mechanisrns [ReWy93]. 
The seek opiimization of SCAN and the real-time guarantees of EDF are combined in the fol- 
lowing way: L i e  in EDF, the request with the earliest deadline is always served kst. Among 
requests with the same deadline the specific one, that is first according to the scan direction, is 
served 6rst. Among the remaining requests this principle is repeated until no request with this 
deadline is left. 



Figure 16: EDF disk scheduiing 

Since the optimjzation only applies for requests with the same deadline, its efficiency depends 
on how often it can be applied (i.e., how rnany requests have the Same or a similar deadline). 
To increase this probabiiity the following tricky technique can be used: AU requests have 
release times that are multiples of the period p. Hence, aU requests have deadlines that are mul- 

, tiples of the period p. Therefore the requests can be grouped together and be served accord- 
ingly. For requests with different data rate requirernents, in addition to SCAN-EDF, the 

- ------emp-t-of a periodic fiii po1icy.i~ proposed [YeVa92] to let all requests have the sarne 
deadline. %5th tbis policy, aU requests an served in cycles. In e v q  cycle each request gets an 
amount of service time that is proportional to its required data rate. The cycle length is equal to 
the surn of the service times of aii requests. Thus, in every cycle aU requests can be given a 
deadline at the end of the cycle. 

SCAN-EDF can easily be implemented. Thcrefore EDF has to be modified slightly. If Di is the 
deadline of task i and Ni is the tcack position, then the deadline can be modified to be Di + 
f(Ni). Thus the deadline is d e f d  The function f() converts the track number of i into a srnaii 
perturbation of the deadline as shown in the example of Figure 17. It has to be srnaii enough so 
that Di + f(Ni) S Dj +f(Nj) holds for all Di 5 4 ForflNi) it was proposed to choose the follow- 
ing function [ReWy93]: 

Ni 
f(N.) = - 

I 
Nmax 

where N„ is the maximum track number on disk. Other functions rnight also be appropriate. 

We enhanced this.mechanism by proposing a more accurate perturbation of the deadhe which 
takes into account the actual position of the head (N). This position is measured in terms-of 
block numbers and the current direction of the head movement (see also Figure 18 and Figure 
19): 

1: if the head moves toward Nm, i.e., upwards, then 



Figure 17: SCAN-EDF disk scheming with N-=I00 and f(Ni)=NilNm 

if wi 'ri <: f ( ~ ~ )  - - 
Figure 18: Accurate EDF-SCAN algonthrn, head moves upwardr 

1A- for ai i  blocks Ni located between the actual position N and N„ the perturbation of 
the deadline is 

f (N-) = 
I 

for all N i >  N 
Nmax 

1B: for aU blocks Ni located between the actual position and the kst block (no. 0) 

f (Ni) = 
Nmax- Ni for all Ni < N 

Nmax 



2: If the head moves downwards towards the 6rst blocks then 

Figure 19: Accurate EDF-SCAN algonthrn, head moves downwards 

2A: for a i i  blocks located between the actual position and Nm 

f (N.) = - 
I 

Ni for ail N~, N 
N m x  

2B: for ail blocks located between this lirst block with the block number 0 and the actual 
position. 

N - Ni 
f (Ni) = - for alt Ni s N 

Our algorithm is more computing intensive than those with the simple calculation of 
BeWy931. In cases with only a few equai deadlines our aigorithrn provides irnprovements and 
the expenses of the caldations can be tolerated. In situ-ons with rnany, i-e., typicaiiy more 
than 5) equai deadiines the simple calculation provides suflicient optimization and additional 
calculations should be avoided. 

SCAN-EDF was compared with pure EDF and difEerent variations of SCAN. It was shown 
that SCAN-EDF with deferred deadlines performs weil in multimedia environments 
[ReWy93]. 

Group Sweeping Scheduling 

With Gmup Sweeping Scheduling (GSS) requests are served in cycles, in round-robin manor 
[CKYu93]. To reduce disk arm movements, the set of n streams is divided is into g groups. 
Groups are served in fixed order. Individual strearns within a group are served according to 
SCAN; therefore it is not fixed at which time or order individual streams withii a group are 
served. i n  one cycle a specific streammay be the first to be servcd, in another cycle it may be 
the~last in the Same group. A smoothing buffer which is sized according to the cycle firne and 
data rate of the strearn assures continuity. If the SCAN scheduling sirategy is applied to all 
streams of a cycle without any grouping then the playout of a stream can not be started until 



disk access requests in one cyde wiih deadiine I deadline I bloclcnumbers 1 

Figure 20: Group sweeping schetirrling as disk access strategy 
- the end of the cycle of its first retrieval (where a i i  requests are served once) because the next 

service rnay be in the iast slot of the foliowing cycle. As the data must be buffered in GSS the 
. playout can be started at the end of the group in which the first retrieval takes place. W'hexcas 

-. --SCANrequires buffers for aü streams, in GSS the buffer CankYreused for each gr6up. Further 
o p ~ t i o n s  of this scheme are proposed in [CKYu93]. In this method it is ensured that each 
strearn is s e ~ e d  once in each cycle. GSS is a trade-off between the optimization of buffer 
space and arm movements. In order to provide ihe rquested guarantees for continuous-media 
data we propose here to introduce a "joint deadiiue1' mechanisn: We assign to each groop of 
streams one deadline, the "joint deadline". This deadline is specified as beiig the earliest one 
out of the deadline of ail streams in the respective group. Streams are grouped in a way that ai i  
of them comprise similar deadihes. Figure 20 shows an exarnple of group sweeping schedd- 
ing. 

Mied  Strategy 

In [Abbo84] a mixed strategy was introduced based on the shortest seek (also caiied greedy 
strategy) and the balanced strategy. As shown in Figure 21 every time data is retrieved £rom 
disk it is Uansferred into buffer memory allocated for the respective data stream. From there 
the application process removes it once at a time. The go. of the scheduling algorithm is - to maxirnize transfer efficiency by rninimizing seek time and latency, and 

to serve process requirements with a limited number of buffer space. 

With shortest seek the first goal is served, ie, the process which data block is closest is served 
first. The balanced strategy chooses the process which has the least amount of buffered data 
for service, because this process is liiely to run out of dam. The crucial part of this algorithm is 



-control data 

-media data 

Figure 21: Mixed disk scheciuling strategy 
the decision which of the two strategies has to be applied (shortest seek or balanced strategy). 
For the employment of shortest seek two criteria must be ful£iiled: The number of buffers for 
ai i  processes should be balanced (i.e. aü processes should nearly have 'the sarne number of 
buffered data) and the overali required bandwidth should be sufficient for the number of active 
processes, so that none of them will iry to read irnmediately data out of an empty bdfer. In 
[Abbog41 the urgency is introduced as an attempt to measure both. The urgency is the surn of 
the reciprocals of the current " ~ e s s "  (amount of buffered data). This number measures both, 
the relative balance of a l l  read processes and the number of them If the urgency is large then 
the balance strategy will be used, if it is small it is safe to apply the shortest seek algonthm 

Continuous Media File System 

The CMFS D i k  Scheduling is a non preernptive disk scheduling scheme designed-for-the--- .- . 
Coniinuous Media File System (CMFS) at UC-Berkeley [AOGo91]. Different policies C .  be 
applied in this scheme. Here the notion of the slack time H is introduced. The slack time is the 
time during which CMFS is free to do non-real-time operations or workahead for real-time 
processes, because the current workahead of each proms-is sufEcient so that no process would 
starve even if it would not be served for H seconds:The considered real-time scheduling poli- 
cies are: 

The S W M i n h a i  Policy is based on the minimal workahead-augmenting set (WAS). A 
process pi reads a file at a detemiined rate Ri. To each process a positive integer Mi is 
assigned which denotes to the time overhead required to read a block covering, e.g., the 
seek time. The CMFS performs a set of operations (ie. disk operations required by aii 
processes) by seeking the next block of a file and reading Mi blocks of this file. Note, we 
consider only read operations; the Same also holds with muior modifications for write 
operations. This seek is done for every process in the System The data read by a process 
during this operation "lasts" 

where A is the block size in byte. The WAS is a Set of operations where the data read for 
each process "lasts longer" than the worst-case time to perforrn the operations (i.e. the 
sum of the read operations of all processes is less than the time read data lasts for a pro- 



cess). A schedule is denved £rom the Set that is workahead-augmenting and feasible (i.e. 
the requests are served in the order given by the WAS). The "Minimai Policy", the mini- 
mal WAS, is the schedule where the worst-case elapsed time needed to serve an opera- 
tion Set is the least (ie. the set is 0rdered.i~ a way that reduces time needed to perform 
the operations, e.g. by reducing seek times). The Minimal Policy does not consider 
buffer requirements. If there is not enough buffer this algorithm causes an bufFer over- . 

flow. The "Static Policy" modifies this schedule such that no block is read if this would 
cause a bufFer. overfiow for that process. With t& approach stawation is avoided but its 
use of short operations causes high seek overhead. 

With the Greedy Poiicy a process is served as long as possible. Therefore it computes at 
each iteration the slack time H. The process with the srnallest workahead is served The 
maximum number n of blocks for this process is read, n is detemiined by H (the time 
needed to read n blocks has to be less or equal than H) and the currentiy available buffer 
space. 

The Cy&d Plan Policy distributes the slack time among processes in order to maxi- 
mize the slack time. It caiculates H and increases the minimal WAS with H miUiseconds 
of additional reads, an additional read for each process is done imrnediately after the reg- 
ular read determined by the minimal WAS. This policy distt-ibutes workahead by identi- 
fying the process with the smailest slack time and schedules an extra block for it; it is 
done until H is exhausted. The number of block reads for the least-workahead is deter- 
rnined This procedure is repeated every iime the read has completed. 

The Aggressive version of the Greedy and the Cyclical Plan Policy dculates H of ail pro- 
cesses except the least-workahead process that is by both policies immediately served. If the 
buffer size limit of a process is reached ai l  policies skip to the next process. Non-real-time 
operations are served if there is enough slack time. First Performance measurements of the 
above introduced strategy showed that Cyclicai Plan increases system slack faster at low val- 

- ues of the slack time (which is likely to be the case at system set up). With a higher system 
slack time, apart of the Static/Mhimzl PoJicy, aii policies perforrn about the same. 

All of the disk scheduling sirategies described above have been implemented and tested in pro- 
totype file Systems for continuous media. Their efficiency depends on the design of the entire 
file system, the disk layout, tightness of deadlines, and läst not least on the application behav- 
ing. It is not yet comrnon sense, which algorithm is the "best" method for the Storage and 
retrieval of continuous-media aes. Further research must show which algorithm serves the 
timing requirements of continuous rnedia best and ensures that apenodic and non-real-time 
requests are efficiently served. 

5.2.4 Data Structuring 

Continuous-rnedia data is characterized by consecutive, time dependent logical data units. The 
basic data unit of a motion video is aframe. The basic unit of audio is a sample. Frames con- 
tain the data associated with a single video image, a sarnple represents the amplitude of the 
analog audio signal at a given instance. Further structuring of multimedia dar .  was suggested 
in the following way [RaVigl, Rang93, StFr921: A strand is defined as an imrnutable sequence 
of continuously recorded video h e s ,  audio sarnples, or both. I.e., it consists of a sequence of 

- blocks which contain either video frames, audio sarnples or both. Most often it includes head- 
ers and further inforrnation related to the compression used. The file system holds prirnary 

- indices in a sequence of "Primary Blocks". They contain mapping from media block numbers 
to their disk addresses. In "Secondary Blocks" pointers to all Pnmary Blocks are stored. The 



"Header Block" contains pointers to all secondary blocks of a strand. General infomation 
about the strand like recording rate, length etc. is also included in the header block 

Media strands that together constitute a logical entity of infonnation (e-g. video and associated 
audio of a movie) are tied together by synchronization to form a multimedia rope. A rope con- 
tains the narne of its creator, its Iength and access rights. For each media strand in this rope the 
strand ID, rate of recording, granulariiy of storage, and corresponding block-level is stored 
(information for the synchronization of the playback start for aU media at the strand i n t e ~ a l  
boundaries). Editing operations on ropes manipulate pointers to strands only. Strands are 
regarded as immutable objects because editing operations iike insert or delete may require sub- 
stantial copyhg which can consume significant amount of time and space. Intervals of strands 
can be shared by different ropes. Strands that are not referenced by any rope can be deleted, its 
storage is reclairned [RaVi91]. The foilowing interfaces are the operations that file Systems 
provide for the manipulation of ropes: 

RECORD [media'] + [requestlD, mmRopelD] 
A muitimedia rope, represented by mmRopelD and consisting of media strands, is 
recorded until a STOP operation is issued. 

PLAY [mmRopelD, interval, media] + requestID 
This operation plays a multimedia rope consisting of one or more media strands. - STOP [requestID] 
This operation stops the retrieval or storage of the corresponding multimedia rope. - Additionally the foilowing operations are supported: 
INSERT [baseRope, position, media, withRope, withInterval] 
REPLACE [baseRope, media, baseInterval, withRope, WithIntaYal] 
SUBSTRING RaseRope, media, interval] 
CONCATE [rnrnRopelDl, mmRopeID21 
DELETE maseRope, media, interval] . - -  -. .. 

. . . - . . . - 

Example: INSERT baseRope:Ropel, position: 3, media:AudioVsual, 
withRope: Rope2, WithInterval: from:O, length:2 

INSERT 
L 

video 1 0 0 video rn ma E m  

Figure 22: INSERT Operation 

Figure 22 provides an example of the INSERT operation whereas Figure 23 shows the 
REPLACE operation. 

The storage System is divided into two layers: 



The rope server is responsible for the manipulation of muitimedia ropes. It communi- 
cates with applications, d o w s  the manipulation of ropes, and communicates with the 
underlying storage manager to record and play back muitimedia strands. It provides the 
rope absüaction to the application. The rope access methods were designed similar to 
UNIX fiie access routines. Status inessages about the state of the play or record operation 
are passed to the application The.sforage manager is responsible for the manipulation of 
sirands. It places the strands on disk to ensure continuous recording and playback The 
interface to the rope server includes four primitives for rnanipuiating strands: 

1. "PlayStrandSequence" takes a sequence of strand intervais and nisplays the given 
time interval of each strand in sequence. 

2. "RecordStrand" creates a new strand and records the continuous-media data either for 
a given duration or untii StopStrand is called. 

3. "StopStrand" terminates a previous PlayStrandSequence or RecordStrand instance. 

4. "DeleteStrand" removes a strand from storage. 

Exarnple: REPLACEpaseRope:Ropel, medkvideo, baseInterval:[smO, length: 31, 
withRope: Rope2, withInterva1: [start:O, length:3]] 

t .  REPLACE I t 

Figure 23: REPLACE Operation 

The experimental Video F& Server introduced in @Xang93] Supports integrated storage and 
retrieval of video. The ''V~deo Rope Server" presents a device independent directory interface 
to users (Video Rope). A Mdeo Rope is c h a r a e  as a hierarchical directory stmcture con- 
stnicted upon stored video fiames. The "Video Disk Manager" rnanages a fi-ame oriented 
motion video storage on disk, including audio and video components. 

6. Further Operating System Issues 

6.1 Interprocess Communication and Synchronization 

In multimedia systems interprocess cornrnunication refers to the exchange of different data 
between processes. This data transfer has to be very efficient because continuous media require 
the transfer of a large amount of data in a given time span. For the exchange of discrete media 
data the Same mechanisms are used than"ih tfaäitional operating systems. Data interciiiiiige of 
continuous media is closely related to the memory management arid is discussed in the respec- 

- tivesection. 



Synchronization guarantees timing requirements between different processes. In the context of 
multimedia this is an especiaily interesting aspect. Different data streams. database entries, 
document pomons, positions, processes, etc. have to be synchronized Thus, synchronization is 
important for various components of a multimedia system and therefore it is not included in 
this discussion on operating systerns. 

6.2 Memory Management 

The memory manager assigns physical resource memory to a single process. Virtuai memory 
is mapped onto actudy available memory. With paging less frequently used data is swapped 
bctween main memory and external Storage. Pages are t r a n s f d  back into the main memory 
when data on them is required by a process. Note, continuous-media data must not be tempo- 
rary paged out of the rnain memory. Jf a Page of virtual memory containing code or data 
required by a real-time process is not in real mernory when it is accessed by the process, a Page 
fault occurs, meaning that the Page has to be read from disk Page faults aect the real-time 
performance very sexiously, so they must be avoided. A possible approach is to lock code arid/ 
or data into real memory. However, c m  should be taken when locking code and/or data into 
real memory. Real memory is a very scarce resource to the system Cornrnitiing real memory 
by pinning (iocking) will decrease overall system performance. The typicai AIX kerne1 will 
not aliow more than about 70% of real rnemory to be committed to pinned pages P M 9 1 J .  
The transrnission and processing of continuous data streams by several components requixe a 
very efficient data transfer restricted by time constrains. Memory aiiocation and release func- 
tions provide weil defined access to shared memory areas. In most cases, no real processing of 
data but oniy a data transfer is necessary. For example, the camera with a digitdization process 
is the source and the presentation process is the sink. The essential task of the other compo- 
nents is the exchange of continuous-media data with relatively high data rates in real-time. 
The processing involves to compute, to add, to interpret and to strip headers. This is weli 
h o w n  in communications WcRo931. The actual implementation can either be with external 
devices and dedicatgl hardware in the computer or can be realized with software components. 

Early Prototypes of multimedia systerns incorporate audio and video b a d  on extemal data 
paths only. Memory management, in this case, has a switching function only, i-e., to control an 
external switch. 

A first step towards integration was the hcorporation of the external switch function into the 
computer. Therefore, some dedicated adapter cards, that are able to switch data streams with 
varying data rates, were employed. 

A complete integration can be achieved with a fuii digital approach within the computer, ie., 
to offer a pure software solution. Data is transrnitted between the single components in real- 
time. Copy operations are - as far as possible - reduced to the exchange of pointers and the 
check of access nghts. This requires the access of a shared address space. Data can also 
directly be transferred between different adapter cards. The transfer of continuous-media data 
takes place in a real-time environrnent This exchange is controiled but not necessarily exe- 
cuted by the application. The data transfer has to be performed by processes ninning in a real- 
time environrnent. The application running in a non-real-time environrnent generates, manipu- 
lates and consumes this data streams at an operating system interface. 

6.3 Device Management 

The device management and the actuai access to a device allows the operating system to inte- 
grate all hardware components. The physical device is represented by an abstract device driver. 



The physical characteristics of devices are hidden. In a conventional system such devices are, 
- e.g. a graphics adapter wd, disk, keyboard, and mouse. In multimedia Systems additional 

devices like wneras, microphones, speakers, and dedicated storage devices for audio and 
- . video have to be considered. In most existing multimedia Systems such devices are not often 

integated by device management and the respeciive device drivers. 

Existing operating system extensions for muitimedia usuaiiy provide one comrnon systemwide 
intezface for the conirol and management of data streams and devices. In Microsoft Wmdows 
and OS/2 2his interface is known as the Media Control Interface (MCI). The multimedia exten- 
sions of Microsoft Wrndows, for example, provide the following classes of function calls: 

System commands are not forwarded to the single device driver (MCi driver), they are 
served by a central instau&. An example for such a command is the query conceming aU 
devices connected to the system ("Sysinfo"). 

* Each device driver has to be able to process compulsory commands. For instance the 
,query for specific characteristics ("capability info") and the opening of a device ("open") 
are such cornmands. 

* B& commanris refer to characterbics that aii devices have in comrnon. They can be 
supported by drivers. If a device driver processes such a command it has to consider aii 
variants and Parameters of the command. A data transmission is typically started by the 
basic cornmand "play". 

Extended commands may refer to both, device types and special single devices. The 
"seek" command for the positioning on an audio CD is an example. 

On the basis of a controllable camera the required concepts are explained in more d e t d  A 
camera has fmctions to adjust the focai length, focus and position. An abstraction of the func- 
tionality provided by the physical camera as an video input device covers the following layers, 
which relate to different components in a multimedia System: 

The application has access to a logicai camera without knowledge about the spccific 
control functions of the actually employed camera. The focai length is adjusted in milli- 
meters. The driver translates a specific "set focal length command" into a sequence of 
camera hardware control commands and passes thexp to the conirol logic. The provision 
of such an absnract interface and the transformation into hardware dependent conimands 
is a task of the device rnanagement of a multimedia operating System. 

Different input device classes have sirnilar characteristics. The zoom operation of a cam- 
era can be applied in a similar way to the presentation of a still image. The stiii image 
wo~lld be womed. E, for instance, the image is stored on a photo CD with a given resolu- 
tion the zoom operation would, according to the requested focal length, result in the PIE- 
sentation of irnages with different resolution respectively special parts of the image oniy. 
This kind of abstraction is part of the prograrnming environment of a multimedia system 
and not task of an operating system, although in. some cases it is performed by the oper- 
ating system. The basic commands define several operations supported by dinerent 
devices. The basic cornmand used for the Start of a data transrnission between the camera 
and the video window of an application - cailed play cornmand in this context - can be 
used in a second realization for file transfer - as a kind of copy command. 

To compIete the desciiption of the camera control, the positioning of the camera is discussed in 
this paragraph. To change the position of the camera the application spccifies the target coordi- 
nates in a polar coordinate system Yet, a concrete camera control can only execute commands 
like "move swivel slope head in a specific direction with a defined speed". The direction can be 



"left" or "right", respectively "up" or "down". Eight different speed levels are given but it is 
only possible to change the speed in steps of maximum two lcvels. During accderation consec- 
utively'commands with speed level2,4, 6, 8 must be executed. It is the task of the camera ' 

driver to perform the mapping of coordinates into this positioning controiied by time and 
Speed- 
In order to define the required.application interface the selectable control class can be subdi- 
vided into four function categories IRSSS901: 

1. Defuterl, wmpuCso~, and generic.. 
AU operations that must be provided for each device driver regardless to its specific 
functionality belong to this category. This corresponds to the above mentioned com- 
rnands of the MCI. 

2. DefUte4 comptrlsory, and aevice specijic: 
AU functions and Parameters specified in this category have to be provided by the device 
dr iva  Therefore, it ,exists a defined interface in the xspective operating System For 
example a camera driver has to be able to answer an inquiry for an eventual existing auto 
focus mechanism 

3. Defined, bui not compulkory: 
For each device type, a Set of functions is defined which Covers a l l  so faxe known possi- 
bities. The functions can not be provided by aii different devices and drivers. In case of 
the carnera, such functions are, e.g., to position and to adjust the focal length because not 
every carnera has these facilities. The interface is defined having in mind what is possible 
and meaningfut if such a function is employed although it is not supported by the irnple- 
mentation a weii defined error handling mechanism applies. The application can handle 
this mors, and therefore it is independent of the comected physical devices. 

4. Not &futed, and not compuiso~: 
.. We have to be aware that there always will be unpredictable "new" devices and Special - 

. .- 
deve-lopments. Hence, the operating System provides a fourth category of functions to 
Cover ali these calis. 

An unambiguous definition of these categories aUows an easier integration of devices into the 
programming environment. The muitimedia extensions of todays operating Systems have a 
device management with a f k t  step of functional distinction towards the above outlined cate- 
gories. 

7 System Architecture 

The employment of continuous media in mulhedia systems also imposes additional, new 
requirements to the system architecture. A typical multimedia application does not rquire pro- 
cessing of audio and video to be performed by the application itseLf- Usuaiiy data is obtained 
from a source (e.g. microphone, camera, disk, network) and is forwarded to a sink (e-g. 
speaker, display, network). in such a case the requirements of continuous-media data are satis- 
fied best if it takes "the shortest possible path" through the system, ie.  to copy data directly 
from adapter to adapter. The program than merely Sets the correct switches for the data flow by 
co~ec t ing  sources to sinks. Hence the application itself never really tauches the data as it is 
the case in traditional processing. A problem with direct copying fiom adapter to adapter is the 
control and the change of quality of Service Parameters. In multimedia systems such an adapter 
to adapter co~ect ion is defined by the capabiies of the two involved adapters and the bus 
performance. In todays Systems this connection is static. This architecture of low-level data 



streaming corresponds with proposals for using additional new busses for audio and video 
transfer within a computez It also enables a switch-based rather then a bus-based data transfer 
architecture Ir;inn91]~aMc91]. Note, in practice we encounter header and trailers smound- 

- ing continuous-media data &rning fiom devices and being delivered to the devices. In the case 
of compressed video data, e.g. the MPEG-2 program stream contains several layers of headers 
compared with the actual group of pictures to be displayed. 

Most of todays multimedia systems have to coexisi with conventional data processing. They 
share hardware and software components For instance, the Wtional  way of protocol pro- 
cessing is siow and wmp- In high speed networks protbcol processing is the boä1eneck 
because it can not provide the nectssary throughput. Protocois like VMTP, NETBLT and XTP 
try to overcome this drawback but research in this area has shown that throughput in most 
cornrnunication systems is not bounded by protocol mechanisms but by the way they are 
irnplemented [CTRS89]. Time intensive operations are, for example, physical buffer copying. 
Since the memory on the adapter is not very large and it may not Store ail related compressed 
images, data has to be wpied at least oncc from adapter into main memory. Furthcr copying 
should be avoided. An appropriate b&er management allows o p t i o n s  on data without per- 
fonning any physicai copy. In operating systems like UNIX the buffer management must be 
available in both, the User and the kernel space. The data need to be stored in shared memory to 
avoid copying between user and kernel space. For further performance irnprovement protocol 
processing should be done in threads with upcalls, i.e. the protocol processing for an incoming 
message is done by a single thread. A Development to support such a protocol process man- 
agement is, for example, the x-Kernel. 

The architecaire of the protocol processing systm is just one issue to be considered in the sys- 
tem architecture of multimedia supporting operaiing Systems. Multimedia data should be 
delivered from the input device (eg. CD-ROM) to an output device (e-g. a video decompres- 
sion board) across the fastest possible path. The paradigm of streaming from source to sink is 

- an appropriate way of doing this. Hence the multimedia application Opens devices, estabiishes 
a comection between them, Starts the data flow, and returns to other duties. 

Figure 24: Real-time (RTE) and non real-time enviroments (NRTE) 



As stated above, the most dominant characteristic of muitimedia applications is to preserve the 
temporal requirement at the presentation time. Therefore multimedia data is handled in a red- 
time environrnent @=), i.e., its processing is scheduled according to inherent tirning require- 
ments of multimedia da- On a muitimedia computer the RTE will usually coexist with a non- 
red-time envuonment (NRl'E). The NRTE deals with aU data that has no timing require- 
ments. Figure 24 shows the approached architecture. Multimedia V0 devices are in general 
accessed from both environments. Data such as a video fiame, for example, is passed G m  the 
RTE to the display. The RTE is controiled by related functions in the NRTE. The estabiishrnent 
of communication comections at the start of a strearn must not obey tuning requirements, but 
the data processing for established co~eci ions  has to. All control functions are performed in 
the NRTE. The application usuaily calls only these control functions and is not involved in the 
active continuous-media data handiing. Therefore the multirnedia application itseif srpicaUy 
runs in the NRTE and is shielded fkom the RTE. In some scenarios Users may want applications 
to "process" continuous-media data in an appiication specific way. In our model such an appli- 
cation comprises a module running as stream W e r  in the RTE. The rest of the appiications 
run in the NRTE, both using the available stream control interfaces. System programs such as 
communication protocol processing and database data transfer programs make use of this pro- 
grarnrning in the RTE. Whereas applications like authoring tools and media presentation pro- 
grams are relieved from the burden of prögramming in the RTE, they just interface and control 
the RTE services. Applications detennine processing paths which are needed for theu data pro- 
cessing and the control devices and paths. 

To reduce data copying buffer management functions are employed in the RTE as implementa- 
tion means for data transfer. This b&er management is located "between" the strearn handlers. 
Stream handlers are aU entities in the RTE which are in charge of multimedia data w i c a l  
smam handlers are filter and mixing functions, but also parts of the communication subsystem 
described above can be treated in the same way. Each stream handler has endpoints for input 
and output through which data units flow. The stream handler consumes data units from one or 

.- - v n m e i n p t  endpoints and generates data -units th.ough.one or more output endpoints. 

Multimedia data usually "enters" the computer through an input device, a source, and "laves" 
it through an output device, a sink (where Storage can serve as an V 0  device in both cases). 
Sources and sinks are implemented by a device driver. Applications access strearn handlers by 
estabiishing sessions with them A session constitutes a viaual stream handler for exclusive 
use by the application which has created it Depending on the required QoS of a session, an 
underlying resource y a g e m e n t  subsystem multiplexes the capacity of the underlying physi- 
cal resources among the sessions. To manage the RTE data flow through the stream handlers 
control operations are used which belong to the NRTE. These functions make up the strem. 
management system in the multimedia zchitecture. There are operations provided by aii 
stream handlers (e.g. operations to establish sessions and to connect their endpoints) and oper- 
ations specific to individual strearn handler (they usudy detennine the content of a multimedia 
strearn and apply to particular V0 devices). 

Some applications which are aU in the NRTE have the need to correlate discrete data such as 
text and graphics with continuous streams or to post-process multimedia data (e.g. to display 
the time starnps of a video stream like a VCR). These applications need to obtain segments of 
multimedia at the strearn handler interface. With a grab function the segments are copied to the 
appiication as if stream duplication took place. Due to this operation the data units loose their 
temporal properties because they enter the NRTE. Applications that have to generate or trans- 
form multirnedia data keeping the real-time characteristics must use a stream handler included 
in the RTE, which perforrns the required processing. 



The synchronization of streams is a funciion that is provided by the stream management sub- 
system. Synchronization is specified on a connection basis and can be expressed using the 
notions of clock or logical tim systems. It determine points in time at which the processing of 
data units shall Start. For regular streams, the stream rates can be used to relate data units to 
synchroaization points. Sequenw n u m b  can accompiish the same. Time, stamps are a more 
versatile means for synchronization as they can also be used for non penodic traffic. Synchro- 
nization is often implemented by delaying the execution of a thread or by delaying the receive 
operation on a buffer exchanged between stream handlers. 

~any-Operating systems already provide cxtensions to Support muitirnedia applicaiions. In the 
next paragraphs three of these mdtimedia extensions are presented. 

7.1 UNM Based Systems 

In the Unix operating system the applications in the user space generaiiy make use of system 
calls in the NRTE. Either the whole operating system or a part of it is also located in the NRTE 
and in the kerne1 space. Extensions to the operating system providing red-time capabilities 
make up the RTE part of the kerne1 space (see Figure 25). 

Figure 25: NRTE and RTE in UNIX system 

The actual implementation of the RTE varies substantialiy: 

SUN OS does not yet provide RTE. 

- AM. includes real-fimc priorities. This feature provides the basis for the RTE in the AIX 
based Ultirnedia Server. 

The IRIX operating system on Silicon Graphics Workstations has real-time capabilities, 
i.e., it includes a RTE. 

QuickTime is a software extension to the Macintosh System. It provides the capability to cap- 
ture, Store, manage, synchronize, and display continuous-media data. A more detailed descrip- 
tion can be found in (DrMu921. It introduces digitized video as standard data type into the 



system, and it d o w s  an easier handling of other continuous media like audio and animation. 
Standard applications are enhanced by muitimedia capabiities. Apple h& announced Quick- 
Time to be available for other operating systems like Wrndows and UNIX as well. An integra- 
tion of future hardware and software developrnents is possible. 

The standard data type of QuickTme is a movie. AU kinds of continuous-media data are stoxed 
in movie documents. Additionally time information like the creation and modification date, 
.duration etc. is also kept in the movie document. W~th each movie, a poster Came is associated 
that appears in the dialog box. Other inforrnation like currcnt editing selection, spatial charzlc- 
teristics (trausformation rnatrk, clipping region) and a list of one or more tracks are associated 
with the movie. A track represents a strearn of information (audio or video data) ha t  flows in 
parallel to every other irack. With each track information like creation and modification data, 
duration, track number, spatial characteristics (transformation matrix, display window, clip- 
ping region), a list of related tracks, volume and start time, duration, playback rate, and data 
reference for each media Segment is stored. A media segment is a set of references to audio 
and video data including time information (creation, modification, duration), lauguage, display 
or sound quality, an media data type, and data pointers. Future releases will have, apart from 
audio and video tracks, "custom tracks" such as a subtitle track AU iracks can be viewed or 
heard concurrently. The tracks of a movie are always synchronized. Since movies are docu- 
ments they can not only be played (including pausing, stepping through etc.) but also be edited, 
operations iike cut, copy and paste are possible. Movie documents can be part of other docu- 
ments. QuickTime is scalable, hardware components Like accelerator or compressor/decom- 
pressor cards can be employed. 

Figure 26: QuickErn Architecture 

The QuickTme architecture comprises three major components (see Figure 26): 

The Movie Toolbox offers a Set of services to the User that aiiows to incorporate movies into 
appiications. These appiications may directly manipulate characteristics of audio and video 
data of movies. The movie is integrated in the desktop environment. Movie data can be 
imported and exported with the systern clipboard and a movie can be edited within ihe Movie 
Toolbox. 

The second cornponent known as the Image Compresswn Manager provides a comrnon inter- 
face for compression and decompression of data which is, independent of the implementation, 



to and from hard disk, CD-ROM, and floppy. It offers a directory s e ~ c e  in order to select the 
correct compression component. Different interface levels for different application require- 
ments are available. The compression techniques are a proprietary image compression scherne, 
a JFEG implementation, and a proprietary video compressor for digitized video data (leading 
to a compression ratio of 8: 1 and if temporal redundancies are also removed to a ratio of 25: 1). 
An animation compressor can compress digital data in lossy and lossless (error-free) mode. A 
graphics compressor is also avaiiable. The pixel depth conversion in bits per pixel can be used 
as a filter to be applied in addition to other compressors. 

The Component Manager provides a dircctory d c e  relaM to the components. It is the 
interface ktween the application and various system component. It shields developers h m  
having to deal with the details of interfacing with specific hardware. In the Component Man- 
ager object oriented concepts (eg. hierarchical stnxcture* extensible class libraries, inheritance 
of component functionality, instancebased client/server model) are applied. Thus, applications 
are independent of implementations, they can easily inwgrate new hardware.and software* and 
they can adapt to the available resounxs. The components managd by the Component Man- 
ager are the "Clock", the "Image Compressor" and "Image Decompressor", the "Movie Con- 
troller", the "Sequence Grabber*, "Sequence Grabber Channel" and the "Video Digitizer". 
Further, application defined components can be added. 

There is a simple resource management scheme applied to the local environrnent only: In case 
of scarce resources audio is prioritized over video, ie., audio playback is maintained (if possi- 
ble) whereas single video frames might be skipped. if an application cails the Movie Toolbox 
during playback, there are the foilowing possibilities to handle these cails. 

The cornmonly used mode is a preemptive calling sequence, where the application 
returns to ihe system after each update. This rnight cause a jerky movie output 

With a non-preemptive calling sequence, the application does not r e t m  to the system 
wMe a movie is played. This counteracts the multitasking capab'ility. 

. . -. -.-:.=-=-Y- * The high-pzrformanix Controiied preemptive calling sequence is a compromise, where 
the application gives up the control to the Movie Toolbox for a spedied time e o d  
(e-g., 50 ms). 

As additional resource rnanagement scheme for better performance, it is recommended to turn 
off the virtual memory while playing Quicknfne movies. If it is on, it will cause the sound to 
skip and it will lower the frame rate during the playback of a movie. However, no RTE exists. 

The concept of components in QuickTie ailows for easy extension without effecting applica- 
tions. It at tbpts  to form a hierarchical structure of functionaiity by components. The movie 
controller component eases user interface programming. A disadvantage of QuickTie is that 
there is no clear layering of abstractions for programmers and that the functionality of manag- 
ers and components sometimes overlap. 

7 3  Windows Multimedia Extensions 

The Microsoft Windows Multimedia Extensions (WME) are an enhancement to the Windows 
programming environment. They provide high-level and low-level services for the develop- 
ment of multimedia applications for application developers, using the extended capabiities pf 
a multimedia personal Computer [Micrgl]. 

- The following services for multimedia applications are provided by the WME: - A Media Control Interface (MCI) for the control of media services. It comprises an 
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Figwe 27: MS Windows Multimedia Extensions architecme 

extensible struig-based and message-based interface for the cornmunication with MCI 
device drivers. The MCI device dnvers are designed to Support the playing and recording 
of waveform audio, the playing of M D 1  (Musical I n s m e n t  Digital Interface) files, the 
playing of compact disc audio from a CD-ROM disc drive, and the controliing of some 
video disc players. 

A Luw-Level API (Application Programming Inkkace) provides access to muitirnedia 
related services like playing and recording of audio with waveform and MIDI audio 
devices. It also supports the handling of input dam fiom joysticks and precise timer ser- 
vices. 

A mdtirnedia file U0 service provides buffered and unbuffered file VO. It also supports 
the standard IBM/Microsoft Resource Interchange File Format (RIFF) files. These ser- 
vices are extensible with custom V0 procedures that can be shared arnong applications. 

The most important device drivers are available for multirnedia applications are: 

An enhanced high-resolution video display driver for Video 7 and Paradise VGA 
cards providing 256 colors, improved pexformance, and other new features. 

A high-resolution VGA video display dnver aiiowing the use of a custom l6-color 
palette as well as the standard palette. 

A low resolution VGA video display driver providing 320-by-320 resolution with 256 
colors. 

The Confrol Panel Applets that allows the User to change display drivers, to Set up a 
screen saver, to insüill multimcdia device drivers. to assign waveform sounds to system 



alerts, to configure the MIDI Mapper, and to caiibrate joysticks. A MlDI Mapper s u p  
ports the MlDI patch s e ~ c e ,  that ailows MIDI files to be authored independently of end- 
User MlDI synthesizer setups. 

Figure 27 shows the rough archi-e of MS Wmdows Multimedia Extensions: 

The MMSYSTEM library provides the Media Control Interface services and low-level multi- 
media suppoa functions. The communication between the low-level MMSYSTEM funciions 
and multimedia devices such as waveform, MIDI, joystick, and timer is provided by the multi- 
media dexice drivers. The high-level control of media devices is provided by the clrivers for the 
Media Control Interface. 

The rnain concepts of the architecture of the Multimedia Extensions are extensibility and 
device independence. They are provided by a translation layer (MMSYSTEM) that isolates 
applications from device drivers and cen- device independent code, run-time tinking that 
allows the MMSYSTEM translation layer to link to the drivers it needs, and a weil de£ined and 
consistent driver interface that minimizes the development of specialized code and rnakes the 
installation and upgrade process easier. 

7.4 OS12 Multimedia Presentation Manager12 

The Multimedia Presentation Managern (MMPW) is part of lBMs Operating System/2 (OS/ 
2). OS/2 is a well suited platform for multimedia, because it supports, e.g., preemptive multi- 
tasking, priority scheduling, overlapped L/O, and demand-paged virtual memoxy storage. 

I Media Device Manager I 
1 

.. .--P-.- .... 

Non Real-Tune 

Figure 28: The architecture of the OS12 Mulrirnedia Presentation Mangagerl2 

Figure 28 provides an overview of the architecture. 



The Media Conb-ol Infegace (MCI) is a device-independent programming interface that 
offers commands similar to an entertainrnent system The foliowing List comprkes a selection 
of typical MCI-commands: . - "Open", "close", "status of a device" are provided for aU devices. 

For playback and recorduig devicedependent "play", "record, "resurne", "stop", "cue", 
and "seekn cornrnands exist. 

"Set cue point" aiiows for synchronization. 

"Get table of contents of a CD-ROM is an example of a device specific cornmand. 

A b g k d  device in MMPM/2 is a logical representation of the functions available from either a 
hardware device, a hardware device with software emulation or a software emulation only. The 
actuai implementation is not relevant to an application because the MCI provides this device 
independence. 

Examples for logicai devices are an "Amplifier-Mixer Device" similar to a home stereo arnpli- 
fier-rnixer, a 'Waveform Audio Device" to record and play digital audio, a sequencer device 
for MIDI-sounds, a "CD Audio Device" that provides access to audio compact discs (CD-DA), 
a "CD-XA Device" to support CD-ROMJXA discs and a "Videodisc Device" to control video 
disc players which deliver analog video and audio signals. 

The Mzdtkwdia IIOfunctions enable media drivers and applications to access and manipulate 
data objects that are stored in memory or on a 6ie system. Storage system U0 processes handle 
the access to specif~c Storage devices. File format 40 processes manage the access to data 
stored in file formats like "REF Wavefonn" and "BitMapl'. They use the services of the stoa- 
age system U 0  processes. 

The implementation of data streaming and synchronization is supported by the Sfrearn Pro- 
gramming Interface (SPI). It provides access to the SyncStream Manager that coordinates and 

.. - --:-ttie -data. buffers and synchronization data. Pairs of stream handlers irnplement the 
transport of data from a source to a sink 

Ease of use is supported in MMPM/2 on several levels. The installation of programs and setup 
of devices is supported by unified graphical User interfak that centralize these functions for 
easy access. Also a style guide for applications ensures that there is a cornmon look and feel of 
applications that correspond to this guide. There is a high flexibility because the application 
developers and device providers can integrate their own logical devices, U 0  processes and 
stream handlers. So, new media devices, data formats, etc. cai  be integrated in MMPM/2 and 
can be used by every application using the Media Control Interface. 

OS12 with MMPh4.D is a platforrn that has some basic operating mechanisms to support the 
processing and presentation of multimedia information as it is needed in multimedia applica- 
tion scenarios. It incorpororates a RTE implemented as a Set of device dnvers. MMPM/2 is an 
advanced platform for the development of these multirnedia applications by providing the 
media arid stream abstractions. 

Finaiiy it should be pointed out that MMPh4.Q and WME look very similar and have many 
concepts in cornmon. 



8. Concluding Remarks 

In this paper we addressed the major issues of operating systems related to multimedia data 
processing namely, resource' management, scheduling, and fiie systems. This discussion 
includes the most relevant existing architectures of such systerns. 

The concepts employed by current muitimedia operating systems have been.iniiiaily used in 
real-time systems and weie adapted to the requirements of mdtimedia data. Todays operating 
systems incorporate these functions either as device driver or as extensions based on the exist- 
ing operating system schedula &d filc systems. In a next step an integration of real-time pro- 
cessing and non real-time processing in the native System kerne1 can be expected. 
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P e t r i  Netze a l s  Beschreibungs- und Ana l yseh i l f en  z u r  
S t r u k t u r i e r u n g  von A lgor i thmen a u f  k h r r e c h n e r s y s t e m e  

K.Hoffmann, R.Steinmetz 
I n s t i t u t  f ü r  Über t ragungstechnik  

Technische Hochschule Darmstadt, Merckstr .25, 6100 Darmstadt 

E i n l e i t u n g  
P e t r i  Netze s i n d  e i n  H i l f s m i t t e l  zu r  S p e z i f i k a t i o n ,  Mode l l i e rung  und 

Entw ick lung  von sehr  u n t e r s c h i e d l i c h e n  systemen a u f  verschiedenen ~ b s t r a k -  
t ionsebenen: Von der  Programm- und Hardwarebeschreibung /Cap Dsp l  82/ b i s  z u r  
D a r s t e l l u n g  chemischer Prozesse, j u r i s t i s c h e r  Beweisführung und w i r t s c h a f t l i -  
cher  Produk t ionsab läu fe .  D i e  besonderen V o r t e i l e  l i e g e n  i n  der  Verarbe i tung  
p a r a l l e l e r  Prozesse, i n  dem f u n d i e r t e n  mathematischen H in te rg rund ,  n i c h t  n u r  
i n  der  S imu la t ion ,  sondern auch i n  de r  A n a l y s i e r b a r k e i t  und i n  den Mög l i chke i -  
t e n  z u r  graphischen D a r s t e l l u n g  /Peterson 81, R e i s i g  82/. 
M i t  Un te rs tü tzung  e i n e s  geeigneten P e t r i  Netzes werden h i e r  d i g i t a l e  S igna l -  
ve ra rbe i tungsan lagen  u.A. a u f  i h r e  Verk lemmungsfre ihe i t  h i n  un te rsuch t .  
G l e i c h z e i t i g  werden Aussagen zu r  v o r t e i l h a f t e n  S t r u k t u r i e r u n g  ( A u f t e i l u n g )  der  
A lgor i thmen fü r  das spä te re  Prozeßsche- 
d u l i n g  b e i  Mehr rechnerbe t r ieb  g e t r o f -  . s1 : Y1 

fen. Das System s o l l  mehrere A l g o r i t h -  C s2 : Y 2  
men ve ra rbe i t en ,  d i e  von mehreren Da- 
tenströmen g e s p e i s t  werden, Ergebnisse 
l i e f e r n  und m i t  de r  Umgebung Kommunlka- 
t i o n s p r o t o k o l l e  abwickeln.  D i e  Algo- 
r i t hmen  s o l l e n  a l s  Prozesse un te re inan-  . Sm: Y", 

der  I n fo rma t i onen  austauschen ( B i l d  1 ) .  B i l d  1 
H i e r  s o l l e n  weder e i n e  P a r a l l e l i s i e r u n g  von Algor i thmen /Brent  74, Coleman 
Hughes Powe l l  81/, e i n e  Analyse p a r a l l e l e r  Ausdrücke /Berns te in  66/, noch 
Schedulingprobleme /Ecker 77/ b e t r a c h t e t  werden. 

D ie  Systementwicklunq 
Ausgehend von der  Au fgabens te l lung  werden d i e  zu implement ierenden Algo- 

r i t h m e n  d e f i n i e r t .  Anschl ießend werden s i e  i n  der  P e t r i  Netz Beschreibungs- 
sprache PNDL k o d i e r t .  Auch d i e  Systeminternen Abhängigkei ten müssen i n  PNDL 
k l a r  s p e z i f i z i e r t  werden. Fü r  d i e  w e i t e r e ' s t r u k t u r i e r u n g  s i n d  fo lgende E r l äu -  
terungen notwendig: 
E ine  l o g i s c h  zusammenhängende Sequenz von z e i t l i c h  s e q u e n t i e l l e n  Abläufen i n  
einem System h e i ß t  Prozeß P. E i n  A lgor i thmus w i r d  e i nma l  beschr ieben und kann 
i n  e t l i c h e n  I nka rna t i onen  ( a l s  Prozesse Pl,PZ..Pk) g l e i c h z e i t i g  a u f  einem 
System lau fen .  D i e  Algor i thmen Al,AZ,..,An , deren In terkommunikat ion und 
der  Kommunikation m i t  anderen Systemen b i l d e n  das System. Dieses l ä ß t  s i c h  
dann s t e t s  i n  e i n e  Menge von Prozessen Pl,PZ,..,Prn a u f t e i l e n .  Dabei kann 
e i n  Prozeß aus mehreren A lgor i thmen oder e i n  A lgor i thmus aus mehreren Prozes- 
sen bestehen. 
B e i  de r  S p e z i f i k a t i o n  i n  PNDL w i r d  j ede r  A lgor i thmus durch verschiedene 
Sprachelemente beschr ieben und kann noch w e i t e r  u n t e r g l i e d e r t  werden (en t -  
sprechend 'Program Refinement'). D iese Dars te l lungswe ise  b i l d e t  das s t a t i s c h e  
P e t r i  Netz. Das Netz kann nun a n a l y s i e r t  werden, wobei gegebenenfa l l s  e n t h a l -  
tene Feh le r  (Verklemmungen) e l i m i n i e r t  und z e i t k r i t i s c h e  Pfade.erkannt  werden. 
I n  einem we i t e ren  S c h r i t t  werden b e i  verschiedenen Da tenkons te l l a t i onen  an den 
Eingängen a l l e  Prozesse ( a l l e  I nka rna t i onen )  a n a l y s i e r t  (dynamisches P e t r i  
Netz) .  Dabei e r h ä l t  man z u s ä t z l i c h  Hinweise a u f  e i n  op t ima les  Schedul ing, d i e  
dem Prozeßmanager ( T e i l  des Steuerwerks) des spä te ren  Systems a l s  Prozeßver- 
t e i l ungsh inwe i se  d ienen können. Das Z i e l  i s t  dabe i  e i n e  gleichmäßige Ausla- 
s tung  von Prozessoren, S i che rhe i t saspek te  oder d i e  M in im ie rung  der  systemin- 
t e r n e n  Kommunikation /Hoffmann Ste inmetz 83/. Dann können abhängig oder unab- 
häng ig  von der  P e t r i  Netz Ebene S imu la t i onsve r fah ren  angewendet werden um d i e  
Opt imierung der  R e a l i s i e r u n g  zu  e r re i chen .  





E i n  P e t r i  Netz Model l  ---- und d i e  P e t r i  Netz Beschreibunqssprache PNDL 
Es e x i s t i e r e n  i n  der L i t e r a t u r  e ine  V i e l z a h l  von g rundsä tz l i ch  unterschied-  
l i c h e n  Modellen, d i e  a l l e  un ter  dem Oberbegr i f f  ' P e t r i  Netz' zusammengefaßt 
sind. D ie  beiden e infachen und a l lgemein bekannten Arten s i n d  d i e  Bedin- 
gungs-Ereignis (8/E) und d i e  Ste l len-Trans i t ionen (S/T) Netze /Re is ig  82/. 
E i n  Bedingungs-Ereignis Netz B/E i s t  e i n  3- tupel :  B/E = (Ne tz , In i t ,Scha l t )  
m i t :  

-Netz = (Bedingungen,Ereignisse,Flußrelation) i s t  e i n  3- tupe l  und e i n  ge- 
r i c h t e t e r  Graph m i t :  

-Bedingungen: N ich t l ee re  end l iche Menge B von Bedingungen (Knotentyp 1 
des Graphs). 

-Ereignisse: N ich t l ee re  end l iche Menge E von Ereignissen (Knotentyp 2 
des Graphs), E und B se ien  d i s j u n k t e  Mengen. 

-F lußre la t ion :  Teilmenge von { B  X E}U(E X B] (Kanten des Graphs ohne 
Schlingen). 

- 1 n i t  : I n i t i a l i s i e r u n g  des B/E Netzes = B 3 {0,1) . Marken werden a u f  d i e  
S t e l l e n  abgebi ldet.  

-Schalt  : Menge der Schaltregeln. Siehe h i e r f ü r  z .  Bsp. /Re is ig  82/ oder 
/Peterson 81/. 

Die V o r t e i l e  der B/E Netze l i e g e n  i n  i h r e r  einfachen Ana lys ierbarke i t .  S o l l  
dagegen e i n  komplexes Problem a l s  B/€ System d a r s t e l l t  werden, so bedeutet 
d i e s  e inen großen, wenn n i c h t  gar unmöglichen manuellen Kodierungs- und 
Abstraktionsaufwand. D ie  Feh lerque l le  b e i  der Umsetzung des Problems i n  das 
B/E Netz i s t  n i c h t  vernachlässigbar! Diese Problematik i s t  verg le ichbar  m i t  
der Programmierung i n  höheren Programmiersprachen und i n  Assemblersprache. 
Deshalb wurde fü r  komplexere Problemstellungen e i n  'höheres' P e t r i  Netz Model l  
m i t  e i ne r  eigenen Beschreibungssprache PNDL en tw icke l t .  Eine der Erweiterungen 
gegenüber B/E und S/T Netzen l i e g t  wie b e i  Prädikat-Ereignis (Pr/E) Netzen 
/Genrich Lautenbach 79/ i n  der I n d i v i d u a l i t ä t  der Marken. 
Durch e ine  P e t r i  Netz Trans- 

geeignet zu ändern. B i l d '  2 
I n  PNDL werden d i e  Marken wie Var iab le  e i n e r  Programmiersprache m i t  Namen und 
Typ e r faß t :  

Zum B e i s p i e l :  (Terminalsymbole i n  Großschr i f t )  
TOKEN TYPE messagetype I S  RECORD t l n  I S  INTEGERSUBSET (1..1000) 

s i g n a l  I S  ELEMENTOFSET (wait ,do) 
END RECORD 

VAR inmessage, outmessage I S  messagetype 
Den S t e l l e n  (Bedingungen) werden A t t r i b u t e  zugeordnet: 

Namen, minimale und maximale Verwei lze i ten,  Warteschlangenorganisationen, 
P r i o r i t ä t e n  f ü r  bestimmte Marken, Kapazi täten i n  Abhängigkeit der Marken- 
werte und Markentypen. 

Den Aktionen (Übergänge) werden S t e l l e n  und Trans i t ionse igenschaf ten  zugeord- 
net :  

Namen, minimale und maximale Ausführungszeiten, Boolsche Verknüpfungen als 
Schal t rege ln  (B/E, S/T und Pr/E Netze haben nur UND Verknüpfungen). 

formation w i r d  e i n  B/E Netz P N D L  
g e n e r i e r t  oder es werden d i e  
n i c h t  abbi ldbaren Konstrukte 
des beschriebenen Systems auf-  
geze ig t  ( B i l d  2). Der Anwender 

evt l .  P e t r i  N e t z  Transformator  
Redesign 

w i r d  dann d i e  Analysemöglich- ' A oder 
k e i t e n  des B/E Netzes ausnut- 
zen, indem e r  versucht,  se ine Hinweise auf 

V 
Systembeschreibung an der 

- nicht  transforrnierbars 
Konstrukte  I ~ e d i n g u n ~ s - ~ r r i g n i s  N e t z  

n i c h t  t ransformierbaren S t e l l e  ' 





Zum B e i s p i e l :  
ACTIONS . . . 

ge ts igna l :  ACTIVATED FROM s i g n a l f i f o  NAMED inmessage 
I F  (inmessage.signa1 = w a i t )  OR 

( inmessage.t ln = 110) 
THEN (SEND p o l i c e  VAR outmessage = inmessage) 

AND (GET FROM o t h e r  TYPE ANY) 
Gegenüber anderen P e t r i  Netz Model len Tzum B e i s p i e l  B/E Netzen) wurde so e i n e  
komfo r tab le re  Beschreibungsmethode e n t w i c k e l t .  PNDL wurde f ü r  Untersuchungen 
der  Prozeßinterkommunikat ion m i t  Nachr ichten e n t w i c k e l t  /Hoffmann Steinmetz 
83/. Andere Entwicklungen m i t  anderen Z ie lsetzungen s i n d :  /Cap D s p l  82/, /Ep- 
s i l o n  82/, /Fun 83/ und /Necon 83/. 

B e i s p i e l :  Sicherungsanlage 
D i e  Sicherungsanlage ( B i l d  3 )  bestehe aus n Füh le rn  (F) ,  d i e  z.Bsp. unbefugtes 
B e t r e t e n  von Räumen f e s t s t e l l e n .  E i n  Prozeß Füh le r  (PF) l e g e  den Schwel lenwert  
zwischen Normal- und Ausnahmezustand fest; e r  a k t i v i e r e  b e i  Schwellenwertü- 
be rsch re i t ung  e inen  Prozeß Koord ina to r  (PK) ( B i l d  4),  indem e r  ihm d i e  Meldung 
<alarm> sendet. ~ u ß e r d e m r e a g i e r e  der  Prozeß Füh le r  a u f  Anfragen des e ige-  
nen Prozeß Koord inators .  D ie  Prozeß ~ o o r d i n ä t o r e n  kommunizieren un te re inan-  
der,  um das-~usmaß des aufget retenden Ä l a r m f a l l s  zu  b e u r t e i l e n .  B e i  entspre-  
chender A1armsituat io.n werde e i n  Prozeß P o l i z e i  (PP) du rch  e i n e  Meldung a k t i -  
v i e r t ,  d i e s e r  gehöre aber n i c h t  mehr zum. Sicherungssyst'em. Der Pro- 
zeß - Überwacher (PÜ) d iene der  Wartung'und I n i t i a l i s i e r u n g  des Systems. 

F, : Ftihler I 

PFi : Prozen : Fühler 1 
P I 1  : Prozafl : Koordinalor I 
Pu : Prozen: bberwachung 
PP : Prozcll : Polizei 

(auch Alar 
(Alarm 1) 

nicht Ruhe> 
PF1 . PÜ P P PK2 . . PK" 

(Alarm) 
(Antwort : Alarm) 

B i l d  3 B i l d  4 
Ausschn i t te  aus dem i n  PNDL beschriebenen System: 
SYSTEM sicherungsanlage; 

ANALYSE INVARIANTEN,SHOW DEADLOCKS,REACHABILITYGRAPH; 
TOKEN TYPE p f g k  - type 15-ELEMENT - OF - SET (~larm,Antwort-Alarm,Antwort-Ruhe) 

... 
VAR inmessage I S  p f j k  - type 

(Resrt) 
(Statistik 1 )  

.. . 
ENVIRONMENT ... ( *  Fühler ,  Mensch am PÜ, ... *) ... 
PROCESS p k l  

PLACES ... e n t r y p o i n t  ... 
ACTIONS . . . 

a la rm von PF auswertung: ACTIVATED FROM e n t r y p o i n t  NAMED inmessage 
I F  f i r c ta i a r ;  THEM SEND PROCESS pk?, . . pkn PORT e n t r y p o i n t  

VAR outmessage = auch - alarm? ... 

(Alarm ?) 
(Alles 0K> ' 

(Antwort : Ruhe) (Alarm 1 )  

... 
END SYSTEM sicherungsanlage. 
Durch d i e  Netz Transformat ion ( B i l d  2 )  e r g i b t  s i c h  e i n  B/E Netz. Der f ü r  d i e  
Analyse i n t e r e s s a n t e  T e i l  s e i  h i e r  beschr ieben ( d i e  Nachbedingungen haben f ü r  
das B e i s p i e l  k e i n e  Bedeutung und werden deshalb n i c h t  e x p l i z i t  f o r m u l i e r t ) :  
.. I F  ( f r e i  UND Eigenalarm) THEN (sende auch Alarm? UND war te ) ;  

I F  (wa r te  UND empfange Antwor t )  THEN (wer te  aus UND f r e i )  ; I F  ( f r e i  UND 
empfange auch Alarm?) THEN Klärung;  I F  Klärung THEN (sende Antwor t  UND f r e i ) ;  
. . 

(auch Alarm) 
1 1 





B i l d  5 z e i g t  das 
entsprechende 
B/E Netz: 

,.T. 
Auswertung, i :Auswertung 

.'I- 
I I + i B i l d  5 

D ie  Zustände d ieses  Tei lsystems l a s s e n  s i c h  durch e inen  Zustandsvektor dar-  
S t e l l e n  : [ j qri inlar inl  f rc j  ] A u ~ w r r L u n i ~ ~  Antwortl Warte2 Y l ä r i ~ r i q ~  atir.l>-Alarm?: 

( +  . f  $ 4  . +  - 4  . t  . ' , I  * +  , I  , j  , f  , '  , ,  ' 
... W q i . 1 ~ ~  Klöninq,  ai~r l i -A larm?l  Eigenalarm2 f r c i 2  Aunwnrtiiiig? Ariti*ort2 

Y 
t 

M i t  der  i n  B i l d  5 geze ig ten  I n i t i a l i s i e r u n g  e r g i b t  (i.o.i.o.o.o.a.i.o.i.o.o.o.~~ 
s i c h  d iese r  Ausschn i t t  ( B i l d  6 )  aus dem Zustands- 

T i l f  \ 1.2 
graphen. Die Analyse z e i g t  d i e  en tha l t ene  Verklem- ... 
mung auf: Wenn be ide  Prozesse durch e inen  Eigen- ~0,i.o.o.o.i.o.1.o.i.o.o.~.~l 
alarm a k t i v i e r t  s i n d  und s i c h  gegense i t i g  abf ragen T.Z/ \TCZ ... (auch Alarm?), dann s i n d  d i e  Bedingungen Warte1 und ( o , , ~ o , , , o ~ l  oDl,o,, 

war te2  gesetz t .  Nur durch  e i n  anderes Netz oder 
z u s ä t z l i c h e  Marken l ä ß t  s i c h  d iese  Verklemmung auf-  1 

ohna F ~ l ~ ~ x m s t a n d !  

lösen.  I m  F a l l  des Sicherungssystems wurden Zei tbe-  
dingungen (T imer)  e i n g e f ü h r t .  B i l d  6 
Durch d i e  b i s h e r  unerwähnten Siche rhe i t s an fo rde rungen  werden j e w e i l s  e i n  Pro- 
zeß Füh le r  und der  dazugehörige Prozeß Koord ina to r  i n  e i n e r  Rechnere inhei t  
zusämmenge f a ß t  . Der Prozeß - P o l i z e i  i s t  e x t e r n ,  de r  Prozeß-Überwacher kann auf 
e i n e r  PF-PK Rechnere inhei t  l a u f e n  oder e i n e  e igens tänd ige  Rechnere inhei t  
beanspruchen. 
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