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Abstract: Multimedia synchronization comprisesboth the definition and the establishment of 
temporal relationships among media types. The presentation of 'in sync' data streams is essen- 
tial to achieve a natural irnpression, data that is 'out of sync' is perceived as being somewhat 
artificial, Strange, or even annoying. Therefore the goal of  any multimedia System is to enable 
an application to  present data without no dr little synchronization errors. The achievement of 
this goal requires a detailed knowledge of the synchronization requirements at the User inter- 
face. This paper presents the results of a series of experiments about human media perception 
that may be used as 'Quality of Service' guidelines. The  results show that skews between 
related data streams may still give the etiect that the data is 'in sync' and gives some con- 
straints under which jitter may be tolerated. We use our findings to develop a scheme for the . 
processing of non-trivial synchronization skew between more than two data strearns. 



, 1 Introduction 
; _  . . . . . .  .... . . . . . . . .  i . 
I In accordance witli [ s t d 9 3 ] [ ~ t ~ a 9 5 ]  w i  "nderstan'd muliimedia in the foilowing Gay: A mul- 

- - 

timedia system is characterized by ihe integrated computer-controlled generation, manipiila- 
'' tion, presentation, storage, and communication of independent discrete and continuous media. 
The digital representition of data and the synchronization between these various data are the 
key issues for integration. Synchronization is needed to ensure a temporal ordering of events in 

. . a multimedia system. ,.., 

For single data streams a stream consists of consecutive logical data units (LDUs). In the case 
of an audio stream, LDUs are individual samples o r  blocks of samples transferred together 
from a source to one or  more sinks. ~ i m i l a r l ~  with video, one LDU may typically correspond 
to a single video frame and consecutive LDUs a series of frames. These have to be  presented at 
the sink with the Same temporal relationship as they were captured giving s o  called "intra- 
stream" synchronization. 

The temporal ordering must also applied to related data streams, where one of the more com- 
mon relationships is the simultaneous playback of audio and video with 'lip synchronization'. 
Both media must be 'in sync' otherwise the result will not be adjudged as satisfactory. In gen- 
eral, "inter-stream" synchronization involves relationships between all kinds of media includ- 
ing pointers, graphicslimages, animation, text, audio, and video. In the following discussion, 
's'ynchronization' always refers to "inte-stream". synchronization. As human percept i~n varies. : 

.. ' ' 'froni;hdividual. . . . .  tq.7ndiv.idua1 it is u s ~ l  in s"bjuncti&' ei6eperiment.s t6 c&ry out  expe'ninenta. 
' 

with a saniple of iridividuils to 0btaii.a ieasorlable c&s-sectibn of iesuits, 

To reach the goal of an error-free data delivery, audio, video and other data are often multi- 
plexed (i.e. physically combined in one data unit) at the source and. demultiplexed at  the sink. . . . I . .  . .  . . . . . . .  : . Mu1tiplqing.i~ not.always warited or:possible;as.diffeierit n i d i a  n e d  G han'dled by differ- .' 

e n t  adapters in a s y s t & ~ ,  hbwevkr hafidfing :of previqusiy related data 1,kads t i m e  lags .. 

... between the mediastreams. These lags have to be adjusted for at the sink in order to produce 
. . .  

an 'in - sync' . . . . .  presentation. Some Gork on  m~ltimedia~s~nch~nization mechanisms was done in . . .  

. [ h ~ o 9  11 [BLHM92] [LKGe92] [LLKG93] [LKGe94][ShSa90] [Stei92], as  well as  topics 
devoted to define synchronization requirements [LiGh90a] [LiGh90b] [NicogO] [Ravi92] 
[SteigO]. 

. . .  . . . . . ' .  
. . .  It is often riported . . that . . .  äudio cah be  played ubto.  120msahead  of  video and converselyvideo,, . 1 .  . , . . .  . . .  

display ed. .up t o  .240 ..ms - ahead .:of :the .a"dio; ' g m p o h l  '.skc% are n6tibed, 'but "b&. 
accepted by the.user without any significant loss of effect. Some authors however reporta to1: 

. . . . .  : ., . , . . .  . . . . . . . . : . . .  . . . . I , . . . .  

erance of only +I-i6 m s  [ ~ a n t i 9 3 r t o  h& acceptaSle: 

The lack of in-depth analysis of synchronization between the various kinds of media a n 4  in 
particular lip and pointer synchronization led us to conduct some experiments of our own to 
obtain results that allow us to quantify the quality of service requirements for multimedia syn- 
chronization. 

The remainder of this text is organized into ten sections, Section 2 outlines the structure of the 
lip ~ y n c h r o n i ~ t i o n  experirnents, the respective results are given in Section 3 and 4. Section 5 
presents tlie results on pointer synchronization and remaining types of media ~~nchron iza t ion  
are discussed in Section 6. The aggregation of various individual media synchronization 
results are analyzed in Section 7,Section 8 defines and summarizes the results-in terms of the  
required quality of service Parameters. In Section 9 the results of human perception of jitter are 
presented and finally the appendix includes an example of tlie questionnaire used hy test psrtic- 
ipants as well as all results in graphic form. 



2 The Lip Synchronization Experiment 
. . . .  . . . . . . 

..'~ip.'sj.nchrr>niiatioh' refers t6 the t e ~ r i l  relatio&hip het&en an' k d i o  and video stream . -  . 
,for the particular case of humans speaking. The time difference between related audio and 
:!video LDUs is known as the 'skew'. Streams which are perfectly '.in sync' have no skew, i-e., 0 
ms. We conducted experiments and measured the skews that were perceived as 'out of sync'. 
In our experiments users often mentioned that something is wrong with the synchronization, 
but this did not disturb their feeling for the quality of the presentation. Therefore, we addition- 
ally evaluated the tolerance of the users by asking if the data out of sink affects the quality of 
the presentation (see a l b  the questionnaire in Appendix B). 

. . . . . .  . . . . . .  . , 

. . .  I.n.discussions with .experts Ihat work.with audiö and video' we kame to realik that generally 
subjects responded to or  remembered particular parts of the clips, therefore a wide range of 
skews (up to 240 ms) we observed. A comparison and a general usage of these values are 
somewhat doubtful because the environments from which they resulted were not comparable. 
In some cases we encountered the 'head view' displayed in front of some single color back- 
ground on a high resolution professional monitor whereas in others a 'body view' in a video 
window at a resolution of 240*256 pixels in the middle of some dancing people. In order to get 
accurate and good skew tolerance levels we selected a speaker in a TV news environment in a 
head and shoulder shot (Figure 1). In this orientation the viewer is not disturbed by background 
information and the viewer should be attracted by the gesture, eyes, and lip movement of the 
speaker. . . . . .  . . . . .  . . . . .  . . . . .  . . . .  . . . .  , .' . . . . . 

. . . .  .,., , .  . . . . . . . .  . . . .  . 
. @t.study'was'@rperb&ed.iithe newi e&ii&ihent ib which we recorded.the ptesentation and ' . ' 

theri ie-played it with artificially introduced skews created ~ i t h  professional editing equipment 
' 

skewed at intervals of 40ms i.e. -lSOms, -80ms, -40ms, Oms, +40ms, +80ms, +120ms. Steps of 
40 ms were chosen for: . . .  . . . .  , . .  . . - '.. .- . . . .  

. - 
. . . . . . . . .  . . . . . , . . 

.'- .' (1) the di,fficulty in'human perceptioi todistinguish any lip '~~nbhronizaiion skew with a 
higher resolution. 

(2) the capability of'multihedii softwarc arid hardwak devices to refresh motion vidm'data 
every 33ms/40rns 

Figure 1: Left: Head View, Middle: Shoulder View, Right: Body View 

Each test lasted approximately 45 minutes which constituted a session, with 3 sessions for the 
3 views, the Same text was used for each view. The order of the sessions had no effect, which 
was verified. Individual sequences with diffeient skews were shown in nndorn order. n i e  
results are shown within Table 2 in the Appendix. 



We deduced that 30 seconds of video is sufficient for getting the users impression. Some candi- i _ .  d&, thht were ~0rc.experiegced with video technology and ~ykchmnization ~ssues,  -5 sec- . . . .  
. .  . 

onds was sufficient to identify the introdbced skew, if any. 
t: 
b ~ h e  sample size chosen was 107 and they were selected as fairly as possible across all ages and 
both Sexes. To have a representative sample we  did not take into a c c ~ u n t  habits, like the time 
spent watching W, or  the social Status o r  any other characteristics of the test candidates. 

. . Unfortunately. we. were only able to .perform the test .with a few candidates not knowing the . ' , 

purpose of the exercise. The' scenario being, once a test candidate noticed a synchronization 
fault they would b e  shown no .  further clips, a s  they then noticed the mismatch' 'immqliaiely; ' :; ' ' ,. ': . . 

. . . . . .  . . .  
yieldingresuln foi. imexpectirig subjekts. Th5 result'bei'ng &hat people Grceive as 'out of . . . .  

sync' is more tolerated when the candidate does expect there to be  synchronization skew. 
Therefore more of the unexpecting subjects classified the clip as  'in sync'. 

In order to provide results for building multimedia systems for all types of users we  have to 
assume that a user will make frequent use of such a System and interact for a longer time with 
the application. Therefore, the results of users being aware of possible synchronization faults 
provide the correct basis. 

. . .  3 Results: Detection of Lip Synchronization 
. . .  . . . . .  . .  - . . 

. . . . .  . . .  
Figpie 2 provides'~n-,~v&view of the ?esuhs: The veri'iiil axis denotei the ie lat i j i  n"mber o i  ' 

test candidates who detected a synchronization error, rebardless of being able to d e t e h i n e  if , 

the audio was before or  after the video. Our initial assumption was that the three curves related 
to the different views would be very different, but a s  shown in Figure 2 this is,not the. Ca.. 

. . . . . . . . . . . .  . . . . . .  . . . . . . . . .  . . . .  . . .  . : . ' . . . .  . . .  . . . . . . . . .  . . . . : . . . . .  - .  . . . . . ... . . . . . . . . . .  . . .  
. . . . ,  . . . . . : .  . . . .  . . .  . . 

Figure 2: Detection of synchronization errors with respect to the three different views. 
Lelt pari, negative skew; vidco ahead o l  audio; right part, positive skcw; .video behind audio 

Figure 3 shows the Same curves in more detail. A careful analysis provides u s  with information 
regarding the asymmetry, some periodic ripples and minor difierences hetween the various 
views. 



Left of the central axis the graph relates to negative skew values where fhe video is ahead'of . 
the audio'and on the right where the audio is ahead of the i.ide6. Day to day we ohen experi- . 
ence the situation where the motion of the lips are perceived a little before the audio is heard, 
due the geater velocity of light than sound, this is indicated by the right hand side of the 
curves being steeper than the left sides. 

The 'body view' curve is broader than the 'head view' curve as at the former a small skew is 
easier to notice. The 'head view' is also more asymmetric than the 'body view', due to the fact 
that the further away we are situated, the less noticeable an error is. 

At a fairly high skew the curves show some periodic ripples; this is more obvious in the case 
where audio is ahead of video, Some,people obviously had dificulties in identieing the syn- 
chronization error even with fairly high skew values. A careful analysis of this phenomenon is 
difficult due to the sample volume (few more than a 100), the media content to he  synchro- 
nized and the human mind and mood. However, one plausible explanation could be: At the rel- 
ative minima, the speech signal was closely related to the movement of the lips which tends to 
be quasi periodic. Errors were easy to notice at tlie start, end oF pauses as well as whenever a 
change in tone is introduced (a point being emphasized). Errors in the middle of sentences are 
more difficult to notice. Also we tend to ccmcentrate more at the start c>f a conversation tlian 
once the subject is clear. A subsequent test containing video clips witli skews according to 
these minima (without pauses and not showing tlie start, the end, and clianges in tone) caused 
problems in identifying if tliere was indeed a synclircmization error. 



. . 
Figure 4: Areas related to thk deteition of syhchroniz&ion errors 

. . .  . . . . . . . .  , ..... . . . .  . . .  . . . .  .Figur,e 4 shows. the. foll&ing a p s :  . . . . . . .  . . . . .  . . .  . - . . . . .  . . . . . . .  . . . . .  . . . . . . . . .  . . .  . . , > '' . . 2 . '  - .  - 'i'n'sy&' regionthat spans askewbetwekn -80ms~(aiidio behind video) 2nd +80 rns. 
' 

(audio ahead of video). In this m n e  mostof thetest bndidates did not detect tlie'synchrimi-. 
zation error.'Very few people said that'if'theie was an error it did affect their notion of the 
quality of the video. Additionally, some results indicated that the perfect 'in sync' clip was 
'out of sync'. Our conclusion is that lip synchronization can be tolerated within these limits. 

. . . . . . . . .  
The 'qut oP sync9 areas span beyond askew of -160ms an'd+160 ms. Nearly everybody .. . . .  ... 

detected these errors and were dissatisfied with the 6lips. Data deliYefed with'suchasliew.is.~~ . .  . - .  .. . . 
. .  

in genkral not acceptable. ~dditionä'lly, ofien a distraction occurred; thc viewerllistener 
' 

... .. :_ _ . _  . . . . . . .  became more attracted, by this (out of sync'-effect than by the content itself. : 
. . . . . . . . .  

In the 'transient' area where audw LS ahead of video, the closer the speaker was the easier. 
, . . .  ..... 

., . . errors.were,detected and de.scribed.it as disturbing. The: 'same applies:to~thedverall~ resoliil. ' ' . 

tion, the better the resolution was the more obvious ihe lip synchronization errors became. 

A second 'transient' area wliere video is ahead of aildio is characterized by a sirnilar 
beliavior as above as Ions as the skew values are near tlie in sync area. One interesting 
effect did emerge and it was that video ahead of audio could be tolerated better tlian the vice 
versa. As above tlie closer tlie speaker is, the more obvious the skew is. 

This asymmetry is very plausible: In a conversation where two people are located 20 ni 
apart, the visual impression will always be about 60 ms aliead of the  acoustics d u e  t o  tlie 
fast light propagation cornp;ired to tlie acoustic wave propagation. We are jtist rnore iised to 
tliis situation tlian tlie ones in  the test. 



We obtained similar results when using the hammer with nails clip although the transient areas 
. yerc.narrower {also we  used oaly 10 t b t  candidates), In. this. experirnent the  vicw had liftle-. . . . .  

influence. The presentatian of a violinist in a .ccincert as well as a choir did not sliow more 
Stringent skew demands than a speaker. 

A comparison using different languages namely English showed no difference. Some minor 
experiments with Spanish, Italian, French and Swedish verified that the specific language has 
almost no influence on the results. 

We did not find any variation between groups of participants with different habits regarding the 
amount of TV and films that they watched. Also we looked at the affect of the speed of audio, 
no difference was detected between the same Person speaking in a fast, a'normal or a slow 
manner. 

Professionals Cutters and TV related technical personnel showed a smaller level of skew toler- 
ance, as expected. When they detected an error they could correctly state if audio is ahead of or 
behind video. A sitting with professional video cutting teams showed similar results. One out 
of three professionals stated that shehe would recognize an error with 40ms, all mentioned 
that they would recognize a 'lip sync error' of 80ms, but however this might not influence the 
quality of the perceived information. 

. . ... . . . . . .  -4 Results: .Quality o w p  Synchronization . . . .  . :  . . . . .  - . . . . . . . . .  . :  : . . . . .  C . . .  . . . .  . . .  ,. . . . . .  . .  . : 
'' 

~ i g u r e  3'and ~ i g &  4 outlined the perception of synchr6nization er&. Just as imp>rtant as 
the error itself is the effect of such an 'out of sync' video clip has on perception. Therefore the 
test candidates were asked, to qua1ify.a detected synchronization error in terms of being accept- 

. . .  
: able,.indi,ffe.rent, or annoyirig (seeQuestion3..* Appendix B).Out 0.f thei,aiiswers we der.i.ved. . . . .  ..:,: . .  : . . .  

. . : . . . .  . .  ' . : .  . - . . . . 
. t h e ' . ' l & ~ & l - ~ f & & f i o y a ~  giaph, Figure 5; 1 ; '. . . . . .  

. . 

The envelope curve (the uppef edge .of the da. area) defines the amount of candidates who 
detected a ~~nchronization problem This is the sa'me curve for the 'shoulder view' as shown in 
Figure 4 and Figure 5 without a spline interpolation. 



. . ? . . . . ., '.. . . .  ' 
. . i 'Level 0 f  Annh~ance  [%I ' '  

.. . Skew[qsec] :: anMying gg$ . . indifferent . acceptable 1.- - .  ' . . .  . . 

Figure 5: ~&el 'of  annoyance at shoulder view 

, . . .  . . . ... . ' .. ., :. , . 

. 'The dark gyey areas felate to:a11 t&t candidates khd'detecfed a synchronizat6n ermf aixi found ':. .. ' . ' 

. . ' clip watchable ~ i t h  this bynchr&ization$m In a small followari experiment we selected a . 
. few teSt . candidates.who . . ,  . . . .  would to&te such a skew.afid showid;them. a.whole.rnovie With a - -. ; . . .  

160 ms skew-where the video was ahead ofthe audio. There were little annoyances reported 
soon -after the Start of the film all candidates concentrated on the content instead of being 
attracted by the synchronization offset. The curve at the bottom of the dark grey area shows an 
asymmetry between sound and,ligiit as mentioned before.. . , , .. . . .. .. . . 

The light grey area indicates the people who found the skew distracting. During the evaluation 
phaie of this study on synchronization we introduced a skew of +80 ms and -80 ms into two 
whole movies which were shown to a few candidates who found it irritating but still could con- 
centrate on the content. The Same experiment however with a skew oF -240 ms or +I60 ms 
would Iead to a real distraction from the content and to a severe a feeling of annoyance. 

We can therefore conclude ;hat skews of between -80 ms and +80 ms are deemed acceptable 
by most casual ohservers. 



ggs; ,.,. correct . @R don't know incorrect S kew [msec] 
2 .. < 

._. , : i. . . . . . .  . . . . fieeiu; ~ h o ~ l & ' .  . . .  . . . . .  . . . . . .  . . . . . . . . . .  . . . . I .  . . . . . . . . . .  . < . . .  . . . .  . . . .  .' . . 
. . . . . . . . . . . . . . . .  . . . . .  . .  - . . . .  - .  . 

- .  . : , . .  . . . .  . . .  . . 
. . .  . . , . . . .' fi'iure 6: ~ u k e c t  ditectkn of the pereeived &nchr&ni&tion error ' - . 

In order to double check the caqdidateswere asked to define, exactly which type qf synchrGni-~ . . . .  
. . . . . . . . . .  .'zaiion err& they noticed. 'As stated .bef&re i t  is eisi*. just.to detect that soniethihpid .wiong . . . . L .  

. . 

. . rather than to stite if audio is ahead of video.or Yice versa. ~ i ~ u r e '  6 surnmarizesthe results of 
. . 

correct perception of the skew in the 'shoulder view' scenaiio. . .  . . . . 

Figure 6 shows the number of people who detected a synchronization problern, this is in fact 
the Same curve for the 'shoulder view' as shown in Figure 3 and Figure 4 without a spline 
interpolation. The lowest envelope curve of the light grey area represents the nurnber of people 
who detected a mismatch of audio and video. 

As can be expected near the. error-free synchronization value (0 ms) i t was 'di ficul t to deter- 
rnine the type of skew, however large skew values were often identified correctly. 

. . . . .  

5 The Pointer Synchmnization 'Experiment nnd ~ e s u l t s  

In a cornputer-supported co-operative.work (CSCW) environment, cameras and microphones 
are usually attached to the users' workstations. In our next experiment we looked at a business 
report that contains some data with accompanying graphics. All participants have a window 
with these graphics on their desktop where a shared pointer tliat is used in tlie discussion. 
Using tliis pointer speakers point out individual elements of the graphics which may be rele- 
vant to the discussion taking place. This obviously requires synchmnization of the audio and 
the rernote telepchter. 



Figure 7: Pointer synchronization experiment based on  a map and on a technical sketch 

We conducted two experiments: 

The first was to explain sorne technical parts of a sailing boat while a pointer locates the 
area under discussion (Figure 7, right side). The shorter the explanation, the more crucial 
the synchronization turns out to be therefore we selected a fast, speaking Person who .was to - - . . . . .  . . . .  use fairly short words. . . , . .  . . . . . . .  . . .  . . . . . . . . .  . . . .  . - . . . . . . .  . . . . . .  : . . : . . . . . . .  . I .  . . . . . . . . . . . .  ,. . . . .  . . I .  . . . . . . . . . . .  . . . . . . .  ' . . :: 

: ,  . ' . ~ i jd i t i< j .nd l~  we heid.a S&&d experi&nt with the exij.laiation of a tr&elling io"te.o* a . - 
map (Figure 7, left side) this involves the continuous rnovernent of the pointer. - 

S kew [rnsec] 

Figurc 8: Detection ot' tlie pointer synchronization errors 

1 0  



From the human perception point af view, pointer synchronization is very different from lip 
s nchtonization as it is much moredifficylt to deted.the 'out of sync'ertor.:at skew values "ear' : .;.. 
t e e h r - f r e e  case. While a lip synchfoiizatioh error is a matter of discussion 'for a skews. 
between 40 ms and 160 ms, for a pointer the values lie between 250 ms and 1500ms; figure 8 
shows the some results. 

Using the Same judgement technique a s  in our first experiments, the 'in sync' area related to 
audio ahead of pointing is 750ms and for pointing ahead of audio it is 500 ms. This Zone 

. .  . . . 
allows for a clear definition of the 'insync' behavior regardless of the content. 

The 'out of syne' area Spans a skew beyond -1000 ms and beyond +1250'ms. At this-point the 
.. 

. . .. . .. , . test candidates began to .mention that the,skew rnakes the attempted synchronization wor ih1 .e~~.  . ' 

and became distracted unless the speaker slowed down or  rnoved the pointer more slowly. 
From the user interface perspective, this is not acceptable quite clearly the practise of pointing 

- to one location on the technical figure while discussing another is virtually impossible. 

In the 'transient' area we  found that many test candidates noticed the 'out of sync' effect but 
it was not mentioned as annoying. This is certainly different from 'lip sync' where the User is 
more sensitive to the skew and without question found it annoying. 

Figure 9: ieve l  of Annoyance of the pointer synchronization errors 

Figure 9 shows the number of people who disliked or are indifferent towards the pointer syn- 
chronization error. It is worth mentioning that for several skew values most of the test candi- 
dates detected the fault hut did not object to such a skew, hence the hrc~ad "in sync' and 
'transient' area. 



. . . . .  . . . . . . .  i6 Elementary Media . . Synchpnization. . . . . . . .  . . . . .  
i '  .. ' 

¿ip synchronization and pointei synchronization were investigated d.ue to inconsistent results 
i.from available sources. The following summarizes other synchronization results to give a com- 
" plete picture of synchronization requirements. 

Since the beginnings of digital audio the 'jitter' to be tolerated by dedicated hardware has been 
studied. Dannenberg provided us some references and the following explanations of  these 
studies: In [Bles78] the maximum allowable jitter for 16 bit quality audio in a sample period is 
200ps, which is the error equivalence to the magnitude of the LSB (least significant bit) of a 
full-level maximum-frequency @ KHz signal. In [Stoc72] some perception.experiments: recs 
ommended an allowable jitter in an audio sample period between 5 and 10 ns. Further percep- 
tion experiments were carried out by [LicMl] and [WoodSl], the maximum spacing of short 
clicks to obtain fusion into one continuous tone was given at 2ms (as cited by [RuAvSO]). 

The combination of audw and anirnatwn is usually not as  stringent as  lip synchronization. A 
multimedia course on dancing, for example, could show the dancing steps a s  animated 
sequences with accompanying music. By making use of the interactive capabilities, individual 
sequences can be viewed over and over again. In this particular example the synchronization 
between music and animation is particularly important, experience showed that a skew of +/- 
80ms fulfills the User demands despite some possible jitter. Nevertheless, the,most challenging 

- . , .issue is the.co-lation between a noisy event and its vfsual repr.eentation, wbere a case muld .. . .  ... 
.. . :  . .  be the&mulate'd~$rash.of Peak. ~ & r & e  enbounttr the same Constraints as' f6r.lip"Synchro&- .. 

zation,+/-80,ms. ' ' . ,  
. . 

Two audio tracks can be tightly or  loosely coupled, the effect'of related audio streams depends 
heavily on the.content: , . . . . . .  . . . .  . . . . . . .  . . . . . . . .  . . . . . .  . . . .  . . . . .  . . . . . . . . . . . . . . . . . . . . .  . . .  . < 

. . . . . : . .  . 
. .  , 

..... .-,:, . .  .: r . i - .  
, 

* stemb'sigrial ~ a a l l Y Y y ~ ~ ~ I ' n ~  i n L a t i m  about. the:löcati'on'of the sourcesof ziudioand. 

. . :is tightly w u p U  The..w.ir&t :pmc&ing oP this~:infomiatlon -by the huniah. brain.&nönly 

. . b e  accomplished if the ,phases of the acoustic signals are delivered cbrrektly. This demands 
- - E r - a X e w  less than the distance between consecutive samplesleading to the,order of mag- 

nitude of 20 P. [Das1931 ieports that the perceptible phase shift between two audio chan- 
nels is 1 7 ~ .  This is .based o n  a headphone listening experiment. Since a varying delay in .  

. .one channel~~,caus&. the'apparent location of a w u n d 3  source. to move, Danaenb'i?rg.:pro- 
p s e d  to allow anaudio sample skew between stereo channebyithin theboundari6 6f  +/-.. 
1 1 ~ .  This'.is derived from the ob&rv&ion that a one-sample offset at a sample rate of 

. . 
. . . .  44kHz can be beard. . . .  . . .  . . . .  . . 

. . . . . .  . . 

Loosely coupled audio channels are a speaker and, e.g., some background music. In such 
scenarios w e  experience an affordable skew oF 500 ms. The most stringent loosely coupled 
configuration has been the playback of a dialogue where the audio data of the participants 
originale from different sources. The experienced acceptable skew was 120 ms. 

'11e comblnatlon of audio with images has its initial application in slide shows. By intuition a 
skew of about 1s arises which can be explained as follows [Dann93]: Consider that it takes a 
second or so to advance a slide projector. People sometimes comment on the time it takes to 
change transparencies on an overhead projector, but rarely worry about automatic slide projec- 
tors. 

A more elaborated analysis leads to the time constraints equivalent to those of pointer synchro- 
nization. The affordable skew decreases as soon as we encounter music played in correlation 
wirh notes for, e.g., tutoring purposes. [Dann931 points out that here an accuracy of 5 ms is 
required: Current practice in music synthesizers allows delays ranging up to 5 ms, hut jitter is 



The synchronized presentation of audio with sorne text is usually known as audio annotation in . 
. . w w e n t s  or, .eg.,,.part af-.an-acoustic encyclo@ia;:In soine'cases t h i  audio iprovides furth.er: : . .  51 , . .  

acoustic inforkationto the displiyed or highliihted text in terms of 'audio annotation'. I n  an ' ' 

C existing 'music dictionary', an antique instrument is described and simultaneously played. An 
'example for a stronger correlation is the playback of a historical speech of, e.g., J.F. Kennedy 
with simultaneous translation into a German text. This text is displayed in a separate window 
and must relate closely to the actual acoustic signals. The same applies to the teaching of a lan- 
guage where in a playback mode the spoken word is simultaneously highlighted. Karaoke sys- 
tems are another good example of necessary audio and text synchronization. 

For this type of,media.synchronization the affordable skew can be derived from theduration of 
the pronunciation of short words which last in the order of magnitude of 500 ms. Therefore the 
experimentally verified skew of 240 ms is affordable 

n i e  synchronization of video and text or video and image occurs in two dis tinct fashions: 

In the overhy mode, the text often is an additional description to the displayed moving 
image sequence. In a video of playing billiard, the image is used to denote the exact way of 
the ball after the last stroke. The simultaneous presentation of the video and the overlaid 
image is important for the correct human perception of this synchronized data. The same 
applies to a text which is displayed in conjunction with the related video images: Instead of 
having the subtitles always located at the bottom, it is possible to place text close to the 

. . .  . ,  
. . . .... . . .. resp-tive. topic.bf :dis.cussion,.This. would wuse . an . .... additional . ;. .. ecfitingeffort'.at. ... o ike produc- ..; '. . '.. . . , . .. . . . . .  . . .. . 

. . .>.. .  :tiqh'pha$e ahd ma'y not:be.for ibegeneral use of.all t y p " o f  moviu but; . for : t~t~i in$.~"r-  ... ' :, ' '. . :. 
. . .  . 

, poses sbme shbrt texf near by the topic of discussibn is very useful. In such overlay 
schemes, this text must be synchronized to the video in order to assure that it is placed at the 
corrkct position. The accurate skew value can be denved from the minimal required time. A 

: singlc..word.sh~uld appear onthe  screen . . .  iti. order to be p e r c e i d  b y  the vie+er:.i s is 'cer- . :.:; . . . .. '.. . 
. . .. . . ... . .  

tainly buch a I h i t :  the' media produ- wank to mikekeuse of Uie Basb $ffect,'then such a , 
. .  . word shoÜld be on  the SCtee'nfoi at least 500 'mi  niercfore, regaFdl:dless ok the contknt of the 

video data we encountei D o m s  t obe  abs~ lu t e l ' ~  bufficient. ' . ' 

In the second mode no overlay occurs, skew is less serious. Imagine some architectural 
drawings of medieval houses being displayed in correlation with a video of these building: 
While the video is showing today's appearance; the image presents the floor plan in a sepa- 
rate window. The human perception of even simple images requires at least 1 s, we can ver- 
ifi this value with an experiment with slides: the successive projector of non-correlated 
images requires about 1 s, as the interval between the display of a slide and the next one in 
order to catch some of the essential visual information of the slide. A synchronization with 
a skew of 500 ms (half of this mentioned 1 s value) between the video and the image or the 
video and text is sufficient for this type of application. 

Consider the billiard ball example from before: a video shows the impact of 2 billiard balls and 
the image of the actual 'route' of one of the balls is shown by an animated sequence. Instead of 
a series of static irnages, the track of the second ball can be followed by an anirnation wliich 
displays the route of the ball across the table. In this example any 'out of sync' effect is imme- 
diately visible. In order for humans to be able to watch the ball with the perception of a moving 
picture, this ball must be visible in several consecutive adjacent video frames at a slightly dif- 
ferent positions, an acceptable result can-be achieved if every 3 suhsequent frames the hall 
moves by it's diameter. A smaller frame rate may result in the problem of continuity as often 
Seen in tennis matches on the television. As each Frame last about 40ms and 3 subsequent 
frames are needed, an allowable skew of 120 ms would be acceptahle. This is very tight syn- 



chronization figure which has been suitable for the examples we looked at. Other. examples . . .  I . ~where  v idmand anirnatioii are-being ever more & k h i n d  i s  that of  computer generated &ures 
in films. 

f 
i! Multimedia Systems also incorporate the real-time processing of confrol data. Telesurgery is a 
good example where graphical information is displayed based on readings taken by probes or 
such like instruments. No overall timing demand can be stated as these issues highly depend on 
the application itself. . . . . .. , . . . 

. . .  

. . . . . . . . . . . .  , . .  - 7, .Aggregation of Media Syndironization . . 
. . 

. . .  . ,  . .  

So far, media synchronization has been evaluated a s  the relationship between two kinds of 
media or separate data streams. This is the canonical foundation of all types of media synchro- 
nization. In practice, we often encounter more than two related media streams; a sophisticated 
multimedia application scenario incorporates the simultaneous handling of various sessions. 
As an example is a video conference where a window displays the actual speaker and the audio 
emerges from an attached pair of speakers, the application is the explanation of new space 
command station. 

' .  . . . . . . . . .  . ,  . . . . 
. . . .  . . . .  ' 

10: ~ g ~ r e g a t i o n  of mhdia at the usei intirface 

Video and audio data are related by the lip synchronization demands. Audio and the telepointer 
are related by the pointer synchronization demands. The relationship of video data and the tele- 
pointer is then yielded by a simple combination. In this example we will define the following 
skews: 

rnax skew (video aheadof audio) = 80 rns 
. rnax skew (audio aheadof video) = 80 ms 

rnax skew (audio ahead-of pointer) = 740 ms 
max skew (pointer aheadof audio) = 500 rns 

leading to the skew 

skew (video ahead-of pointer) =< 820 rns 
skew (pointer aheadof video) =< 580 rns 



In general these requirements can be derived easily by the accumulatio,n of the canonical skew 
s h o y n i n  the:above e~arnple.  nie.informatioy gathered by the aggregatiäiof media is of . ' , .. :, 

. I '  . . .  
lnferest for the user as wil l  asfor  the multimedia system whiih must provide service according 
$0 these values. 

In sorne cases exist too rnany specifications of a synchronization skew; for example a language 
lesson that includes audio datd in English and Spanish as  well as  the related video sequence. 
The Course builder enforces lip synchronization between video and audio regardless of the lan- . . 

w a g e  (+-80ms). Additionally the sentences need to be synchronized in order to switch from 
one language to the other, w e  chose a figure of  400ms for this case. As lip synchronization is 
more demanding tha? thc synchmnizat i~q bktwcen t h e  lanyages, thiswould lead to  the fol- . .  , . 

.: . . . . . . 
lowing skew specification: 

1. rnax skew (video ahead-of audio-english) = 80 ms 
2. max skew (audio-english ahead-of video) = 80 ms 
3. rnax skew (video ahead-of audio-spanish) = 80 ms 
4. rnax skew (audio-spanish ahead-of video) = 80 rns 
5. rnax skew (audio-english ahead-of audio-spanish) = 400 ms 
6. rnax skew (audio-spanish ahead-of audio-english) = 400 ms 

This specification consists of a Set of related requirements in which all of them need to be ful- 
filled, i.e. we have to find 'the greatest common denominator'. For each canonical form, the 
derived skews are computed: 

. . .  . . . . . . . . . . ,., :. . . .  . . .  . . . .  . . . . . . . . . . .  . . .  *. . . . . .  . . . . . . . .  :. . ,  . ' .  . . 
:"1&2+3+4<. '1  '. ." . . .  . . . . . . . . . . . . .  . . .  . . . . .  . . 

. . . .  max skew(iudl8~~nglish ahe&d-ofa"dio-i@~i~h) .= 160 rns . . . .  
. . 

max skew (audio-spanish ahead-of audio-english) = 160 ms 

1 +2+5+6: 
. . .  : . 

. . . . . . . .  
. max skew (video ahead-of a~dio~spanish) .= 480 ms ' :.. . . . . . .  . .  

. . . . . . .  : max sk& (audio-spanish ahead-video), = 480:'ms' .. ' 1  . . . . 
. . . :  . . . .  . . . . . . . .  ' _  . . . . 

3+4+5+6:. ' . . . 
rnax skew (video ahead-of audio-english) = 480 ms 
rnax skew (audio-english ahead-of video) = 480 ms 

In the second step the most stringent Set of  all requirements are selected: 

1. rnax skew (video ahead-of audio-english) = 80 ms 
2. rnax skew (audio-english ahead- video) = 80 ms 
3. max skew (video ahead-of audio-spanish) = 80 ms 
4. rnax skew (audio-spanish ahead-of video) = 80 ms 
5. rnax skew (audio-english ahead-of audio-spanish) = 160 ms 
6. rnax skew (audio-spanish ahead-of audio-english) = 160 ms 

The following step any set of synchronization requirements can be chosen from the above 
derived calculations: 

rnax skew (video ahead-of audio-english) = 80 ms 
rnax skew (audio-english ahead-of video) = 80 ms 
rnax skew (audio-english aheadof audio-spanish) = 160 rns 
rnax skew (audio-spanish aheadof audio-english) = 160 ms 

In Summary, the above procedures allow us to solve two related prohlems: 

IF the applications impose a Set of related synchronization requirements on a multimedia 
system, we are now able'to find out the most stringent demands. 

If a set of individual synchronization requirements between various data strearns is pro- 
vided, we are now ahle to compute the required relationships beiween each individual pair 



. ofstreams. . . . .  . . . . . . . .  i . . . . .  . . . , . . 
- i B G ~  issues.arise ik- non-tGvial systems when estikating &omputing or negoti,atibg the quality 

; OE service as it is outlined in the next section. 

8 Synchronization Quality of Service 

The control of synchronization in distributed multimedia systems requires a knowledbe of the 
temporal relationship between media streams. Synchronization requirements can be expressed 
by a quality of service (QoS) specification, one QoS parameter can define the acceptable skew 
within the concerned data streams, namely, it defines the affordable synchronization bound- 
aries. The  notion of QoS is well established in communication systems, in the context of multi- 
media, it also applies to local systems. If audio and video parts of a film are stored as  different 
entries in a database, lip synchronization according to the above mentioned results should be 
taken into account. 

In this context we Want to introduce the notion of presentation andproduction level synchroni- 
urtion: 

Production Level synchronizatwn refers to the QoS to be guaranteed prior to the presentation 
of the data at the User interface. It typicaliy involves the recording of synchronized data for 
subsequent playback. The. storeddata . . . .  should be captured m d  recgrded wiih.no skew.at all, ' . 

. , " . . , :i.e..'.'jn.sy&". n i i s . i ~ ~ a ~ i ~ u l ~ ~ l ~ - . a ~ ~ 1 i c a ~ 1 e  if ~ h e  ~ l e ' i s  Stored in an jnterleivgd formst. ~ i '  
. . 

the participant's site the actual incoining audiovisual data is 'in sync' according to the 
defined lip synchronization boundaries. Assuming the data arrives with a skew of +80 ms 
and let audio and video LDUs be transmitted as a single multiplexed 'stream.over the Same. . . . . .  . . . . . . . . .  . . . .  . . 

. . . .  .transport. connection then i t  will b e  disphyeci. app~fehtii: uin-+nc'?:: ~ h l d  :the'd&i. be : ;.. : . : .  . . .  . . . . . . .  .... . . , - 
-sto?ed o i  th6 haiddikkaid $&etited i i m u l t a n ~ ö u ~ l ~  at i local:'orkstatiori aod tg. a rcmote,. . . . . .  .... . . .  . . .  . . . . .  

. , . . spectator:'then for '.cocrect..ddivery the' QoS should .be specified as being' betw& -160"ms . . . . 
- and 0 ms. At t h i  remote viewer's station without this additional kno&ledge of the actuil - 

skew the outcome might be that by applying these boundaries twice, data is not 'in sync'. In 
general, any synchronized data which will be further processed should be synchronized 
according to a production level quality, i.e. with no skew at all. 

. . . . . . . . . . .  . . . . . . . . .  . . . . . .  . . . . .  

, The experiments d i s c ~ ~  in t'his report .identifies presentatiun lewl syhchionizution, it 
defineswhatever i s  .reaSonabl'e at the h e r  interfake. It doei hottake iiito account ariy further . 
processing of the synchronized data; presentation level synchronizati~n focuses .on the . . . . . . . . . .  : 

, 

- human pcrceptioh o f  synihfofiiz.ati6i. A s  shown i n  the above' pakigraph, by recording the 
actual skew as part . of . the control information, the required QoS for synchronization can be . . . . .  

.: . . . . . .  . . . . . . . . . .  . . . . .  . . 
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i 

eas 
' .. I 

. . . . . . .  

.. text 

I 
I I 

audio I tightly coupled (stereo) +/- 11 ps 

1 I 

I 

loosely coupled (dialog mode with var- I +/- 120 ms  

. . 
Media 

non overlay 
. . . . .  . . 

. . .  over~a.y. . . . . .  . . . . . .  .. . . . .  

non overlay 

Mode, Application 

correlated 

lip synchronization 

overla y 

video 

+/- 80 ms audio 

1. pointer ahead of audio for 500 ms, pointer behind audio for 750 ms 

QoS 

+/- 120 ms 

+/- 80 ms 

+/- 240 ms 

animation 

audio 

image 

+/-SO0 ms , 

+/-.240 ms' 

+/-SO0 ms 

animation event correlation (e-g. dancing) 

: . . .  
' . I. ..... . . . . . .  . . 

. . . , 

. 
. . . .  

. . . . . .  : 

The required QoS for synchronization is expressed as the allowed skew. The QoS values 
shown in Table 1 relate to presentation level synchronization. Most of them result from 
exhaustive experiments and experiences, others are derived from literature as referenced. To 
our understanding, they serve as a general guideline for any QoS specification. During the lip 
and pointer synchronization experiments we learnt there are many factors which can influence 
these results. We understand this whole set of QoS Parameters as first order result to serve as a 
general guidance, these values may be relaxed depending on the actual content. 

. 

'. 

9 Perception of Jitter 

Table 1: Quality of Service for synchnjnization purposes 

. . .  
..-i&ge . . .  

text 
. . . 

.".' 

. . . . . .  . . . .  . . . . .  

So far we have looked at synchronization as heing "interstrearn synchrcmization", i.e., at the 
relationship between LDUs uf two or more different data streams. However, synchronization is 
also important in the context of "intrastream-synchronization", i-e., denoting the relationship 
between LDUs within one data stream. 

In any distributed System we experience a delay between a packet. being sent and t h e  same 
packet being received, this is known as the end-to-end delay. In asynchronous networks this 
delay varies. Jitter is defined to be the maximum difference between end-to-end delays experi- 

loosely coupled (e.g. b a c k p u n d  
music) 

. . . .  . . .  . . . . 

' 'ti&fitli -pi& (eig. &kh' n&&sf ', . . 

loosely coupled (e-g. slide show) 

text annotation 

. ._ . .:. ".ä"'di&.rel.t& *;'sh&&ed i t e -  
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. . : . . . . . . . . . . . . . . . .  . . .  . . . . . .  . .  :.: , : -  
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. . . .  +I- 240 ms 
. . ,  
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enced by any two consecutive packets [ZhKeSl]. Hence jitter impliq a varying packet'(aod 
., LDU) rate a t  the rmiver .  Jitter can eith& introdiice g a p ~  in the in t inuous  Playback df data . . 
i . 

streamslor it shortens the playback of some LDU (a group of audio samples or a video frame): 
i 
i! Multimedia systems try to avoid any jitter in audio and video data streams wherever possible; 

mechanisms are conceived for an continuous presentation at the .User interface. However, as 
the User does not perceive every variance to be disturbing and some may even go unnoticed, 
we looked at what a User really perceives as being an error-fiee . . . data presentation while the pre-, 
sentation itself contains somi  kinds of teiiiporal errors. 

Jitter in packetized audio.transmission is commonly addressed by buffering at the presentati0.n , , 

. . ' . site. The first packet.is artificiälly delziyedat.the- recei~er'för~the'~eri~d'of'the'contro1 time in 
order to buffer sufficient packets to provide for continuous playback in the case of presence of 
jitter. 

In the case of playing audio, and in particular voice data, all experiments showed that glitches 
are immediately detected by any listener. Voice data is known to consist of talking and silent 
periods, naturally jitter in silence intervals are not perceived as error by the listener. Since talk- 
spurts are generally isolated from each other by relatively long silence periods, voice protocols 
typically impose the control time on the first packet of each talkspurt. In this case, the 'slack 
time' of a packet is defined as the time difference between its arrival time at the receiver and its 
playback time [DLWe93]. This is the point in time at which playback of the packet must begin . . . . . . 

.. . at the receiver inorder-tß achieve a zem~ap.playbac~sc$edul.e kor the tll(Spurt.. Due to Gtter, . ': .:. . .  . . . , 
. . . . 

. . . , --wpacket may. arrive befoi6 6;-afikr.its' 6läybick time. Inihe förrne; case, thipakket k placed in .. ., . 

' a queue, the voice rekeiver cpeue, until it is due for playback. In thk Ia-ter. case, a gap 
may have occurred and the packet is played iminediately. . 

In video systems jitter is ,typically, a v a i d d  hy infrobucing. i framei bufFer: , at . .the:r+ei,v'er .. :arid ' . . -. . . . .  '. 
, .,...'. 

keepin& '&&.jit&.to hithih :t"e bo"ndaries.of, the size of the frame'buffer: Due to the size of . ' .  ..... . . . 
. . . .  . . .: 

. - . . . .Storage f o c ~ t ~ : ~ h ~ m & ~ ~ u a l l )  qnly.-wo frarnesare bufferedat the receiver' vpichily.this intio- 
" 

,_ . . _ .. . . . 
' duces an additional d;layof 80 ms which means a.$ubstanti&l increase of'the roundtrip delay. 
For d ia loye applicAtions these 160 ms must be added to all other delays which can often give 
non-acceptable values. Therefore most communication should be- either isochronous or some 
method of handling the jitter incorporated. Today's research has-concentrated on reducing the 
jitter rather than handling it. . , , . , '  . , . . . . . . 

. ... . .  . 
. . .  

. . . . . . . . . .  

. . Looking at lost,: late :or cotrupt&d.frames (as LDUs) in' a ~ i d k o  sequence, we can. distinguish 
three kinds ofrecovery mechanisms: . . 

. . . .  < .  , . . :  . ' . . ,  

. . . . - i n  themost s~~hls t i ca ted  bse cafi try'tb.conipeb~ite for thti hissing frame bypresenting 
them for a longer time (see Figure 11). This is certainly the . . best . . .... way as the viewer,.will not . .  . 
notice the diwiontiii~it~if h;irn&S air pre3kntcdf6i i fractiori longer than thereylar  frame. 
However, this method is not of practical value with the current video technology, frame 
rates are fixed and we can not just adjust frames at will. 



Figure 11: Expanding euch kam 

Another technique is that one frame can just be replicated (see Figure 12). This is possible 
and experiments show this is one reasonable way of compensating for a lost frame. 

The most common method is just to drop the cormpted frame and to continue with the next 
frame (see Figure 13). Initially this seems an inadequate solution due to the jerkiness of the 
video, however for a small number of frames we did not found a significant differente fiom 
the doubling technique. 

. - 

Figure 1.3: Conrinuing rhe daia stream wirhour doubling a frame 

Jitter can be instantaneously recognized when the video scene contains motion, i t  can be toler- 
ated at the chance of scenes or if the scene has either very fast or slow rnovement of objects in 
front of a static background. At the change of scene we can easily drop up to .I5 Frames. 
Between 2 .wenes we may introduce up to 3 black frames which will not be noticed hy the 



i viewer. The adyances in video parsing makes us believe that we will soon be.a.ble to identify 
, . , lchanges oof v e n e s  i.n real time [ ~ ~ ~ m 9 3 ] , . a n d . w e " ~ w i l l  be able t o  detect very slow and-fast 

: motion in s c e n k  in real time. 
C 

i! Jitter can also be Seen in the context of pointer synchronization. Jitter of pointer data implies 
some discontinuity in the display of the pointer a: a remote screen, which can certainly more 
easily be tolerated than jitter of audio or video data. 

A pointer is u,sed in CSCW shared window application i r i  two modes: 

The User just wants to show a certain object in the respective window by positioning the 
pointer on top of this object. Subsequently the User may also push a button in order to per- 
form some operation on this object. In such an application it is important that the viewer 
easily locates where the pointer is at any given moment. This can best be supported by hav- 
ing pointers with appropriate size, color and shape. 

The pointer is used to show a specific path on  the shared window. E.g., the remote pointer is 
used to describe a route on a map. Another example is to show how a grabbed object is 
dragged along a certain path and dropped somewhere else on  the screen. In any case it 
should provide the User with the illusion of continuous movement. 

In the first case w e  found out the shortest intewals of how long w e  typically retain the pointer 
on some object is about 100ms. Hence 10 pointer updates (with at most 10 changes of pointer 

. . . . .  locatio*) per  s w n d  are sufficientfor providing.the.illusi~q ilf e~or r - e  qxx&ion. . . . . .  . . .  . . 
. . .  . . . .  . . . . . . 

. ,  . :. 
Th6 second kenario is ino& challengin~.,& Ge  rieed to kxierietice the User feed back for this 
illusion of continuity and we need to find out how many coordinates we may miss and it will 
still beseen a s  continuous'movement. For this second scenario initial experiments have shown 

. . . . . . . . . . . . . .  . . . . . . . . . .  that not more than . . . . . .  15. pointer .updat,es,persecond are required. : ..:: ' . .:. ' . , 
, . . . .  . . . . .  . . . .  . . . .  . . . . . .  . . . . . .  . . . .  . . . . . . .  . . . .  . . . . . . i . .  . . . . . .  . . . . . . . .  . . . . . . 

. . .  . . .  ' .. < 
. . 

. . . .  . . . . . . . .  . . . . . . . . . . . . .  . . . .  . . .  . . .  . . .  I . . . . . .  
.: 

. . . . .. V . . . . .  . . . .  .... . . . . . . . .  . , .  . . . .  . 
"., ,>, ; - .;., " . Y .  * .  

: Knowledge o f  theskew (without any jitt'er) p&vides the m&t& tö adjiist the buffers and w n -  
trol algorithm at the Set-up phase of multimedia data connections. Data communication errors 
in just one of two synchronized media streams can be handled in a more User friendly way; let 
us assume that so far there is no skew at the receiver, then a packet at  the video channel is cor- 
rupted and one frame can not be recovered by the included forward error correction mecha- 
nism. In order to make this error less serious w e  Want to keep the audio data continuous, 
because the following frame is already at the receiver, the playback control algorithm can 
immediately display this fiarne with a skew of 40 mswhich will not be perceived by the user. 
Having iniroduced a non-iero'skew, we can reset the skew to be Zero without the viewer 
detecting it at all; i.e. at the end of a video scene or  at an audio silence intewal. 

Tolerable jitter allows for the smoothing of long term changes of rate on  the receiver site with- 
out any interaction with the sender. Let us assume the clocks of the sender and several receiv- 
ers are not controlled by a central instance, we may encounter a difference of 33 ms which 
means that either the receiver buffer may reach a low/high water mark, at this point it would be 
nice to either introduceldiscard one frame. With the notion of jitter perception as  described in 
this section we now know that we can do this, we just need to decide (depending on the content 
of the video and audio data) where to perform it. 



10 Some Final Remarks . 
. . .  . , . . . . . . .  . % . . . . .  . . .  . - . . . . . . 

in 1oca.I systems resource mariagement is often easier to provide because there are sufficicni 
Fesources or it is a single User configuration. In networked systems there are many concurrent 
jprocesses making use of the Same resources, therefore skews between media easily arises. Syn- 
chronization QoS parameters allow the builders of distributed multimedia and communication 
systems to make use of the affordable tolerantes. 

This paper provides a set of quality of service values for synchronization. It is starting point for 
media synchronization with extensive User interface experiments, the enforcement of which 
remains a different topic. , . . . . . . .  . . .  . . .  . . .  . . . . . . . .  - .  : .  . . .  . .  ., . . . . .  . . .  ..; 
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patience and accuracy of all our test candidates. Roger Dannenberg, CMU Pittsburgh, provided 
many valuable hints concerning jitter of audio samples and synchronization related to music. 
The anonymous reviewers and Ralf Guido Herrtwich provided many valuable comments for 
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Pppendix A: Detailed Results 
. . ,  

. . - i1n the föllowing, the whole set of results is Cresented by showing the accu&ulated ansGers to 
f: the questionnaires. We distinguish between three different views, (1) the 'head view', (2) the 
~!'shoulder view', and (3) the 'body view'. 

Correctly Detected Errors [%I 

:*:C.::* . .>:.:.<.,.>; 
:.>:+:.:.:. .............. :.:.:.:.:.:::: .... correct ....... .y.:.:i don't know incorrect I 



s. ..... ,.owd . Skew [msec] 
............. *+:.M donY know incorrect . 

. . . . . . . . .  . I  .Kew:. Shoulder . . . . . .  . . . . . . . . . . .  . . ..... . . .  . . < I  . . . .  . . . . . . .  . . .  . ' : ' ,, .: . . .  . . .  .. . . . . .  . . . : . . . . . . .  . . 
. > ,  . . . . .  - .  ..._. ... .., ..Y . . 

. . . .  . . : < .,'.., . .' . F.,' . . :. . '. , . ., . 
. . . . , .  r&re 15: C&$t d&ttctign of ~ ~ n c h ~ o n i z a f i o n  k & o r ~ . i t ~  shouldei  &W' 

Left part, negative skew: video ahead of audio; right pari, positive skew: video behind audio 

........ ,,., . ::::::;!.::::: F>:<. 
....... ....... ........... correct ?:?$?:C .< ...>..... don*t k m  M imorrect ] 

., 
-320 -280 -240 -200 -160 -120 -80 -40 0 40 80 120 160 200 240 280 320 

S kew [msec] 

Kew: Body 
Figure 16: Correct detection of synchronization errors at body view 

Lclt pari, negative skew: vidco ahcad o l  audio; right part, positivc skew: vidco behind audio 



! .  . .  . . . . 

-' ./ Level 'Of Aniioyance [.%I . . . 

.............. .............. ....... annoying $g$ indifferent M. ~weptable . Skew . . [msec] . . 
. . . .  . . . . ' . .  . . . . . .  . . .  . . . .  * . 

. , . .  . . . . . . .  ' I  . :Mew:.:~ead j . ,  ; . . . . . . . . . . .  . . . .  . . . . . . . . . .  . . *  , ' . . . .  . . : . . .  . . .  . . 
. . Figuke 17: ~ e v e l  o f  Annoyance at head v i ew  

Left part, negative skew: video ahead of audio; right part, positive skew: video behind audio 

. . . . . .  .......... . . . .  . ..... .............. s.:::: annoying "'"" 

Skew [msec] 
indifferent acceptable 

View: Shoulder 
Figurc. 18: Level of Annoyance at shoulder v i ew  

Lcft parl, ncgaiivc skcw: v idw ahcad of audio; right part, positive skew: vidco hchind audio 



. . Figure 19: Level 0f Annoyance at body view. 
Left pari, negative skew: video ahead af audio; right part, positive skew: video behind nudio 

. .  .............. annoying .indifferent. acceptable . ... S kew [msec] 
:.I, . .K ,~W< ~~4 Y:.. .: :-. :.: .; .. 

. . 
. . . . . . . . . .  . .  . . . .  ' . . . . .  - .  

'. .' ; . . 
. . .  * . . .  . . . .  .... . . . . . :  . . . . . . 

' ,. .. . . .  . . .  



eppendix B: Questionnaire . . .  
. . . .  . . . . . 0 .  

. . . .  . .  
'Ilie questi&nnaire wnta'ined the föllowing set 'of q"estioiis which povided the basis for this 
$nalysis. Question 2 and 3 had to be answered on a single choice basis: 

. . 

While watching this video clip. did you detect any artifact or 
Strange effect? 

If so, please .bry to describe it in a few words. (&I) 

If you detected a synchronization error please proceed with the 
foiiowing question O - 

Iotherwise. watch the next clip and proceed with the first question) 

. ,  

Please. proceed with question @ 

. . .  . . . . 
. . . .  

., . : .................... . . . . . . . . . .  :. 

. . 

0 
You noticeci a synchronization error. 
How would you qualify this error if you have to watch all your TV 
prograrns with such an error? (%) 

0 
. . Are you able t,o identify if audio was ahead of or .behind .the mov-. 

, . . . 
. . . . . .  .ing pictures,? (%I. . . .  : . . . . .  . . . .  . . . . .  . . . . .  . .  . . . . . . . . .  . ,  . . 

a) Yes. I iden& audio to be played ahead . .  
of video OCJ 

I a) I would not mind. the error is acceptable I 

. . . 
. . . .  . . _  . '  . . 

b) :Yes. :I identify,auQio,to be playedbehind -. o . . . . . . . . . . .  . . .  . .  . . . . . . ; . . .  . . . . . : . . . .  
. . . .  . . . . .  . . . .  . 'video' :....,. . .  T . . . . . .  . . . . 

. . . . . . . . .  . . . : .  . . : .  .':. .; .-: . . : , : . .  . . . . . . . . . . . . . . .  . . . . .  ,. . . . . . .  . . . . .  . . .  .,cy, -nbti&& ,,tii,*. Biiidb Is . . ~ t .  öf Syiib:"wlt&.. :.,; . . .  
..:.....;........ . . . . . . . . . . . . . . . . . . . .  . . V .  : 4 . .  .:,.,:, ......... 

3'. . . . . 

respect to video but. I am not sure if 
audio is played ahead of or behind video. 0 0  

I b) 1 dislike it. the error is annoying 417 

. . . . .  . . . .  . . .  . . . . . . . " .  
. . . . .  . . . . . .  . ..? . . . . . . . . . .  . . 

. . . . . . .  ::. ':;.: 

. . 
C) I am not Sure if I would accept such an  

error or if I would really dislike it 40 

Please proceed to watch the next cllp and return to the first qiiestlon. I 



Appendix C: Sequencing of Clips . . 
! . . . . . . . . . .  . . . .' . . . . . . 

, . i . .' . . . . 

p e  following Table shows 'the sequencing of clips as performed in the lip synchmnization 
'lexperiments. 

Table 2: Ordering of fhe Probes 




