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Abstract: Multimedia systems must be able to support a certain quality of service (Q0S) 1o satisfy the stringent
real-time performance requirements of their applications. HeiRAT, the Heidelberg Resource Administration Tech-
nique, is a comprehensive QoS management system that was designed and implemented in connection with a distrib-
uted multimedia platform for networked PCs and workstations. HeiRAT includes techniques for QoS negotiation,
QoS calculation, resource reservation, and resource scheduling for local and network resources.
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1 Introduction

The processing of digital audio and video streams has (o obey timing requirements which are typically not
considered in traditional computer systems. Multimedia operating and communication systems have to
take into account these timing criteria when managing system resources in order to provide a certain qual-
ity of service (QoS) to multimedia applications. This QoS typically includes specifications for throughput,
delay, and reliability.

The HeiProjects (Herrtwich 1994) at IBM’s European Networking Center in Heidelberg were aimed at
providing a distributed multimedia platform for PCs and workstations in an internetwork of LANs such as
Token Ring and Ethernet. Among other things, they included the development of HeiTS (the Heidelberg
Transport System) for transporting multimedia streams across the network (Wolf and Herrtwich 1994) and
HeiRAT (the Heidelberg Resource Administration Technique) for providing a well-defined QoS for this
transport (Vogt, Herrtwich and Nagarajan 1993).

In this paper, we describe the features of HeiRAT in retrospective. The following section provides an
overview of the HeiRAT system. We then devole one section each to the definition of QoS values in
HeiR AT, to the enforcement of QoS, and to the calculation of QoS parameters.

2 HeiRAT Overview

All system resources through which a multimedia streamn passes may affect the QoS of this stream.
HeiR AT, therefore, considers all resources on a path from source to sink(s), both in the local systems and
the network (see Figure 1). Resources can be classified as active and passive. Aclive resources process
data, they include CPUs, busses, /O systems, network adapters and transmission links. Passive resources
store data, they include memory space in end nodes and network routers. In this section, we look at the
basic features of HeiRAT to manage all these resources.

sendling receiving
application application
local resources

network resources
Figure 1: Resources Managed by HeiRAT
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2.1 Functions of HeiRAT

HeiRAT provides the following functions for both active and passive resources:

*  Throughput test: When a new multimedia stream shall be established, it is checked whether enough fice
resource capacity is available to handle it. This decision is influenced by the QoS guarantecs already
given to other streams; these must not be violated by the new stream.

* oS calculation: Every resource computes the QoS it can provide for the new stream.

» Resource reservation: The resource capacity is reserved that is required to provide the QoS guarantee.

*  Resource scheduling: Resource access is coordinated so that the respective QoS guarantees of all
streams are satisfied. '

In the set-up or QoS negotiation phase of a multimedia stream, applications specify their QoS require-
ments. These parameters are used for the throughput test and the QoS calculation which result either in a
resource reservation or in the rejection of the stream establishment, the latter if the QoS cannot be met. In
the transmission or QOS enforcement phase, after the successful establishment of a stream, the resources
are scheduled with respect to the given QoS guarantees.

In the set-up phase, HeiRAT offers several options by which applications can specify their QoS require-
ments. QoS values are given in terms of maximum end-to-end delay, minimum throughput needed, and
reliability class defining how the loss of data shall be treated. An application can select one of the QoS
parameters for optimization by specifying an interval from desired to worst-acceptable values. For exam-
ple, a video application might request a throughput between 15 and 30 video frames per second, indicating
that video quality would not be acceptable with less than 15 frames, but thal more than 30 frames are never
needed. HeiRAT will then return the best QoS it can guarantee within this interval and make the corre-
sponding reservation (or reject the request if even the lower bound cannot be supported).

In the transmission phase, data are processed and transmitted according to their urgency. Schedulers
handle time-critical multimedia streams prior to time-independent data. They exploit properties of the
underlying resources, for example, they are based on the operating system priority scheme for CPU sched-
uling or the MAC priority scheme of the network.

HeiRAT offers two types of QoS: guaranteed and statistical. For guaranteed QoS, the resource capaci-
ties reserved are for the maximum demand a stream may have during its lifetime. Reserving extensive
amounts of capacities for such peak requirements can be rather costly and leads to the under-utilization of
resouices if there is a significant difference between peak and average data rate of a stream. A cheaper
alternative is statistical QoS where resources are slightly overbooked. This implies that while QoS require-
ments will be met most of the time, occasional QoS violations may occur (and applications nced to be
ready 1o cope with them).

2.2 The Role of Resource Reservation Protocols

Multimedia streams that are transmitted across a multi-hop network are handled by multiple system
resources. The guarantees of the individual resources must be aggregated to obtain an end-to-end QoS
guarantee. This requires a resource reservation protocol to exchange and negotiate QoS requirements
across system boundaries. The fact that the network is one of the resources to be managed makes it neces-
sary to integrate the resource reservation protocol] with the network layer of the transport system; higher
layers have no information ahout the different resources in the network.

Examples of such reservation protocols include ST-II {Topolcic 1990}, its more recent version ST-II+
(Delgrossi and Berger 1995), and RSVP (Zhang et al. 1993). While these protocols differ in their underly-
ing design philosophy (modularily vs. compleleness, connection-orientation vs. soft-state, etc.} (Mitzel et
al. 1994, Delgrossi et al. 1993), they are all appropriate means for exchanging reservation information.
When HeiTS and HeiRAT where conceived, ST-II was the only apparent reservation protocol under dis-
cussion in the IETE Today, RSVP (in connection with IP-NG) attracts more attention. Most HeiRAT
mechanisms can work with RSVP just as they work with ST-11.

As illustrated in Figure 2, origin and target applications, agents executing the resource reservation pro-
tocol, and local resource managers participate in the QoS negotiation. The origin supplies the initial QoS
requirement. This QoS request is possibly mapped by the transport layer on a QoS request in terms of net-
work layer units due to packet segmentation and then becomes part of a connection establishment mes-
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sage. Each local resource manager on the path receiving the message computes the QoS its resources can
previde and reserves the corresponding resource capacities.

If the reservation fails (either due to resource overload or insufficient resources for a given QoS reguire-
ment), a corresponding message is sent back to the origin releasing all reservations made so far. Otherwise,
the protocol agent updates the QoS specification (for example, keeping track of the accumulated delay or
adjusting throughput) and passes the stream establishment message downstream towards the targets. Tar-
gets work in the same way and communicate a QoS specificalion or a refusal message back to the origin.

To make sure that all resources work with the same QoS parameters, the origin may then send out a
request defining the final throughput and reliability values of the stream as the respective minimum values
of all resources. Excess delay (any positive difference between achievablc and desired delay) is distributed
among the resources to relax guarantees.
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Figure 2: Distributed QoS Computation.

Resource reservation protocols should be supported by QoS-driven routing algorithms that find optimal
paths for a given set of QoS requirements in a mashed network of resources. The lack of routing mecha-
nisms with QoS suppost led us to develop QoSFinder. QoSFinder uses path vector routing with QoS met-
rics for the evaluation of routes. A detailed specification of the routing protocol, its metrics and a common
algorithm for the comparison of two sets of QoS parameters can be found in (Vogel et al. 1995).

2.3 HeiRAT Usage Scenario

For the time being, our HeiRAT implementation is used in the HeiTS communication system and the
HeiTS-based Ultimedia Server/6000, a multimedia client-server system for audio and video retrieval.
Guaranteed and statistical QoS calculation and reservation are provided for CPU and main memory space
as well as for Token Ring and Ethernet networks.

For the IBM AIX Version 3 operating system, schedulers for the CPU and the Token Ring adapter have
been implemented which handle requests according to their urgency. The resource reservation protocol ST-
11 and the transport layer protocol HeiTP (Delgrossi et al. 1992} use the functionality provided by HeiRAT,
the latter for mapping QoS specifications between the transport and the network layer.

The applicability of HeiRAT is not confined to the HeiTS environment. Indeed, the HeiRAT approach
for distributed QoS calculation can be extended to arbitrary chains of software modules (defined as stream
handlers in (Wolf and Herrtwich 1994)) and networks connecting sources to sinks. Here, for each individ-
ual stream handler or for sequences of adjacent stream handlers, the HeiRAT functions can be called to
reserve appropriate resource capacities and to return QoS guarantees for the execution of these modules. In
this scenario, the protocol stack of HeiTS could be one ol the stream handlers. The QoS guarantecs given
for the individual stream handlers can then be accumnulated in a similar fashion as done in a network with
its routers and transmission links to yield end-to-end QoS guarantees. See (Wolf 1996) for more informa-
tion.
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2.4 Management of HeiRAT

To set and update HeiRAT parameters, the system can be managed using the Simple Network Management
Protocol (SNMP) (Case et al. 1990)].

The HeiRAT Management Information Base (MIB) consists of three parts: resources, reservation, and
monitoring.

The resource part of the MIB contains information related to all resources managed by HeiRAT. For
example, information about the total capacity of the network can be obtained, or the maximum amount of
bandwidth reservable by multimedia traffic can be sel. The reservation part of the HeiRAT MIB contains
actual information about the reservations for mulimedia connections, for example, the set of QoS parame-
ters for connections, or the scheduling priority of a reservation. From the variables in the monitoring part,
resource consumption information (for example, used network bandwidth of a connection, CPU usage of a
process) can be retrieved. A detailed description of the HeiRAT MIB can be found in (Kiitker et al. 1993).

3 QoS Description

The purpose of a QoS description is manifold. QoS parameters (at least some of them) serve as a source
description; they specify properties of the data stream an application will feed into the system. Addition-
ally, QoS parameters are needed to describe the performance requirements of an application and to define
the corresponding performance guarantees retumed by the system. In this section, we look at how QoS is
described in HeiRAT and compare this description with other ways to specify QoS.

3.1 QoS Parameters in HeiRAT

Three parameters are of main interest when it comes to transporting multimedia streams: throughput, delay
and reliability. All three QoS parameters are closely related: The smaller the overall bandwidth of a
resource is compared to its load, the more messages will accumulate in front of it and the larger the buffers
need to be to avoid loss. The larger the buffers become, the more likely it gets that messages need to wait to
be serviced, that is, the larger the delay will get. Hence, only a full description of the entire parameter set
provides a clear understanding of the QoS provided.

3.1.1 Throughput

The HeiRAT throughput model is based on the linear bounded arrival process (LBAP) model as intro-
duced by (Cruz 1991) and used by (Anderson 1993). The LBAP model assumes data to be sent as a stream
of discrete units (packets) characterized by three parameters:

« § = maximum packet size,
* R = maximum packet rate (1.e., maximum number of packets per time unit), and
W = maximum workahead.

The workahead parameter W allows for short-term violations of the rate R by defining that in any time
interval of duration 7 at most W + *R packets may arrive on a stream. This is necessary to model input
devices that generate short bursts of packets, for example disk blocks that contain muitiple multimedia data
frames, and also to account for any clustering of packets as they proceed towards their destination (for
work conserving systems). Although it may be somewhat counter-intuitive, it is possible to use LBAPs for
the management of variable bit-rate streams with varying bandwidth requirements as shown in
(Vogt 1995).

A useful concept with regard to the LBAP is that of logical arrival time. The logical arrival time lof a
message m, is defined as: I(m,) = a,, the actual arrival time of the first packet. and I(m, ;) = max{a;,, {(m;)
+ 1/R}. The concept of logical arrival time essentially acts as a smoothing filter for the traffic streams. It
ensures that no particular stream hogs a resource at the expense of other streams given their declared work-
load characteristics. We will refer to the entity that computes these logical arrival times and schedules
packets accordingly as the regulator. A packet whose logical arrival time has passed is called critical, oth-
erwise it is referred to as workahead.

The ocutput stream of a resource serving an input LBAP is itself an LBAP. Its parameters depend on the
parameters of the input ILBAP and the maximum and minimum delay within the resource. Their computa-
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tion is described in (Anderson, Herrtwich and Schaefer 1990). This enables one to “push” the LBAP work-
load model from the origin through to the destination nodes for each stream.

[n addition to the three LBAP parameters defined above, the user must specify the maximum processing
time per packet for each resource such that resource capacities can be correspondingly reserved. In (Witiig,
Wolf and Vogt 1994) the problem of processing tite measurement is analyzed and a measurement tool for
CP1J processing times of multimedia stream handling modules is presented.

3.1.2 Delay

Delay in HeiRAT is specified in terms of minimum actual delay D,,,,, which is a lower bound to the actual
packet transfer time on the connection, and maximum regular delay D,,,,, which is the time at which a
packel leaves the transport system at the latest with respect to its logical arrival time. Only the maximum
regular transit time is communicated between the application and HeiRAT, the minimum actual transit
time is used only intemally to determine the end-to-end jitter, the variance in the end-to-end delay.
HeiRAT does not specify jitter separately as it assumes that multimedia packets can be buffered before
they are made available to the receiving application. To ensure that there is always a packet available when
the application requires it, the buffering time is up to D,,,, — D,,;,,. However, this approach can be expen-
sive in terms of buffer space and additional transmission delay incurred by the buffering on the target node.

3.1.3 Reliability

The HeiRAT specification of reliability distinguishes between bit errors and packet losses. This distinction
is motivated by the observation that one would not necessarily discard a whole multimedia message {for
example a video frame) when only a small number of bits is corrupted. Reliability classes define how these
two types of error shall be handled by the transport system (Table 1).

B Class 0 Class 1 Class 2 Class 3 Class 4
_B;it errors ignore ignore indicate ignore correct
y;acket errors ignore indicate indicate correct correct

Table 1: Reliability Classes.

The reliability parameter specifies the best error treatment the neiwork layer can provide without
increasing the straightforward throughput or delay. For example, the IBM Token Ring Busmaster adapter
can immediately indicate the successtul or unsuccessful delivery of packets. An implicit error correction
by retransmission would be possible, but would increase throughput and delay. Networks incorporating
forward-error-correction may very well be capable of such correction procedures without significant delay
increases. Hence, delay and throughput in HeiRAT does not account for error handling operations such as
retransmissions — the overhead of these functions has to be considered by the transport layer when trans-
forming a higher layer QoS specification into a network layer specification, or vice versa.

Note that the HeiRAT reliability model provides only the few reliability classes mentioned but nothing
further (as, e.g., loss rate guarantees). This stemns from the fact that the HelRAT QoS management
approach is primnarily focused on the optimization of throughput and delay. Losses are assutned to happen,
especially for streams with a statistical QoS, but it is left to higher layers to prepare for their occurrence
and to handle them appropriately. (Delgrossi et al. 1994) and (Wolf, Herrtwich and Delgrossi 1995)
include a detailed discussion of possible approaches.

3.2 HeiRAT and Other QoS Parameter Schemes

The HeiRAT QoS parameter set was chosen because we felt it described the most important properties of
multimedia streams in a natural and simple way. However, there exist many other schemes for the specifi-
cation of QoS. It is therefore important to find out whether mappings between such different parameter sets
exist and how the various approaches can coexist in one system,
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3.2.1 QoS Modei Used in plaNET

plalNET is a high-speed packet-switched network for the integrated communication of voice, video, and
data (Cidon, Gopal and Guérin 1991). A key feature of plaNET is its transparency, i.e. its ability to trans-
mit information in various formats such as packets of variable sizes or fixed-size ATM cells.

QoS management in plaNET is based on a stochastic traffic model. This model assumes a traffic source
to be in one of two states, cither the idle state emitting no traffic at all or in the burst srate sending traffic at
a certain peak rate. The time during which the source is in its burst state is called a burst phase. Based on
this model, traffic sources are characterized by three parameters:

* R = peak rate = traffic rate during burst phases
* m =mean traffic rate over the total time
* b = average duration of a burst phase

The plaNET scheme reserves bandwidth for individual connections on links in an intemetwork. By this
reservation, a certain throughput is guaranteed with some specified loss probability due to buffer overflow
at the links’ entrances. The amount of bandwidth reserved for a connection j, the so-called equivalent
capacity c;, lies between its mean rate m; and its peak rate R;. It depends on the above iraffic parameters,
the amount of buffer space available to store waiting messages and the desired buffer overflow probability.

In general, several connections are multiplexed over one link. If link bandwidth is high, and so is the
number of connections that can be multiplexed, the aggregate bit rate of the connections can be approxi-
mated by a Gaussian distribution. If not, the aggregate bit rate is approximated by the sum of the equivalent
capacities, i.e., for the purpose of QoS management a connection is treated as if it sent its bits at a constant
rate of c;. By comparing the aggregate bit rate already allocated and the equivalent capacity requested by a
new connection with the total link bandwidth it can be decided whether the new connection can be admit-
ted.

Although the traffic models and the approaches for QoS calculation used in HeiRAT and plaNET difter,
an integration of their QoS management is possible. Consider the scenario illustrated by Figure 3 where an
end-to-end connection between two stations across two lower-speed LANs and a high-speed WAN shall be
established. Assume that QoS demands of the connection are specified by plaNET parameters, QoS man-
agement on the WAN is done by the plaNET scheme, and QoS management on the LANs by HeiRAT.
Hence, on the LANs the plaNET parameters have to be mapped on HeiRAT parameters such that a
HeiRAT resource reservation can take place.

This mapping can be done as follows: A plaNET connection does not require a 100% service guarantee
but accepts a limited number of message losses. This corresponds to a statistical HeiRAT connection.
Moreover, on LANs with a comparatively low capacity the number of connections is small and hence their
aggregate bit rate has to be characterized by the sums of their equivalent capacities of all connections (see
above). Thus, for the purpose of bandwidth allocation only the equivalent capacities play a role; the values
of the three plaNET QoS parameters are needed only for calculating these. The equivalent capacity can be
directly used as throughput parameter for the HeiRAT teservation function. The message size parameter is
the message size of the plaNET connection, which must be specified in addition to the three plaNET
parameters, and the workahead parameter can be zero.

Connection with plaNET QoS patameters

il

~ HeiRAT ~ PlaNET QoS management HeiRAT
QoS management QoS management

Figure 3: An Intermet Integrating HeiRAT and plaNET QoS Management.

Now consider the scenario that the management of the LANs and the intermediate WAN is still done by
plaNET and HeiRAT, respectively, but the end-to-end connection now defines its Qo8 in terms of HeiRAT
parameters. Note that only statistical HeiRAT connections can be supported here as plaNET provides no



To Appear in ACM/Springer Multimedia Systems Joumal — Special Issue on QoS Systems

100% guarantees. In this scenario, the HeiRAT parameters have to be mapped on plaNET parameters such
that bandwtdth on the WAN can be reserved. This mapping is only possible for the throughput parameters
of HeiRAT as plaNET manages only bandwidth, but gives no delay guarantees, The plaNET mean rate m
is calculated as the product of the HeiRAT packet size and rate. A burst is, according to the HeiRAT
scheme, a sequence of at most W incoming packets, W being the workahead parameter. The burst rate and
herce the burst duration required by plaNET depend on how fast the gateway or the application can physi-
cally feed packets into the network; they can be directly derived from this information.

3.2.2 QoS Model Used in 2.933

A QoS standard that has emerged in the ISDN environment is .933 (ANSI 1991). Q.933 describes the
traftic source and its throughput requirements in terms of an average throughput rate over any interval of a
given length and a possible burst in such an interval, both given in terms of bits. As Q.933 assumes the
packetization of traffic it also specifies a maximum packet size. Q.933 includes a delay paramcter signify-
ing that 95% of a stream of packets of maximum size experience a delay not longer than this value. Q.933
allows for specifying an acceptable interval for the QoS instead of fixed values when defining QoS require-
ments.

In the following, we consider again the second scenario of the previous section. QoS requirements and
guarantees for an end-to-end connection are given in terms of HeiRAT paramcters but the reservalion of
some intermediate resource is based on Q.933. When issuing a reservation request to a network whose
management is based on Q.933, the HeiRAT QoS request has to be transformed into a reservation request
in terms of Q.933 parameters.

A HeiRAT QoS description is based on the specification of a maximum workload. The number of pack-
ets N(t) in an interval of length ¢ is bounded by N{7) < W + rR for some workahead parameter W 2 1 and
some packel rate parameter R. This upper bound can be further reduced to N(t) £ W + Le<R], ie., to a dis-
continuous function. because N{#) counts only complete packets. The graph of the function by ft) in
Figure 4 illustrates this upper bound. by, (1) defines the maximmum number of packets that may have
arrived after ¢ time steps.

(.933 defines the maximum workload in a different way. Here, the workload is described by a commit-
ted burst size (CBS) and a throughput (TPT). CBS is the maximum number of bits (not packets!) that may
arrive in any interval of length 7. TPT is the average number of bits per second. The interval length T is
defined as the ratio of CBS and TPT, ie.., T = CBS / TPT. In Figure 4, The graph of the function
bp g3(t) = CBS + Le/T | = CBS illustrates this upper bound of the workload. b 933(t) defines the maximum
number of bits that may havc arrived after ¢ time steps. Note that also this function is discontinuous
because data may arrive in bursts.

1.) HeiRAT Traffic Bound 2) Q.933 Traffic Bound
_ - A bg.933t) = CBS +L (/T |+ CBS
= (1) = Bz
2%4 byiei(t} = W+ Lt * R | ;8.
= 5 CBS
°x? 1 iz
i) =
E 3~ E.CL L
W CBS
] ' ] ’
/R t T=CBS/TPT L

Figure 4: Traffic Bounds for the HeiRAT and the Q.933 QoS Model.

When submitting a reservation or a change request from HeiRAT to a network managed by Q.933, it
must be ensured that enough network bandwidth for the calling HeiRAT function is reserved. To reserve
“enough” bandwidth means that even the worst possible behavior of the requesting process must be cov-
ered by the reservation. Hence, the goal is to find for given W and R appropriate values for CBS and TPT
such that for all 7 by, (t) <bgo45(t) (abstracting for a moment from the fact that Q.933 counts bits rather
than packets).

For given W and R, some properties of CBS and TPT can be derived:
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(1) CBS = W, because the initial burst must be covered by CBS. Hence, there is some real number r = |
with CBS = r+W.

(2) There should be at least one ¢’ such that bg,(t} = b o33(¢'), because otherwise Q.933 would make an
unnecessary over-reservation. As bg,,(t) is growing not faster than by 933(¢). such a ¢’ can be found in
the environment of the first jump of by g33(1), t.€., for by 933(T). Hence, for some £>0: by, (T-€) =
bg o033(T-€) = CBS. Also, the first jump of bg 933(7) should coincide with a jump of by, (1) (also to
avoid an over-reservation) and thus CBS = W+T*R-1.

{3) From (1) and (2), we have W+T*R-1 = r+W.

The question is now how to choose r. One possible approach is to attempt to minimize the overal{ through-
put TPT = CBS/ T in order to claim as little bandwidth as possible. However:

CBS _ rW rW rWR
TPT = — = — = =
T T T (r—1W+1 (r-1W=+1
R

It can be seen from the above expression that TPT has no minimum because TPT is continuously decreas-
ing with growing r. Note also that CBS is growing linearly in r, i.e., there is a trade-off between burst size
and overal] throughput. Hence, one should select an » with an appropriate trade-off. yielding
rWR r—1 +1

CBS =W TPT = o T:%
There are two special cases in which the calculation of CBS and TPT is much simpler. For guaranteed con-
nections with a regulator, there is a workahcad of W = 1. Hence, one can select CES =1 and TPT =R, i.e.,
T'=1/R. This implies by,{t) = by 935(t) for all ¢, f.e.. no overreservation is incurred by the mapping. The
same values can also be chosen for statistical connections, which means that no reservations for bursts on
such connections are made. The Q.933 QoS specification provides an extra parameter called excess burst
size which can be used instead of CBS 1o indicate this burst.

Note that the above definitions of CBS and TPT are given in terms of packets. To get the corresponding
values in terms of bits (as required by Q.933) the above expressions have to be multiplied by the maximum
packet size (which is provided by HeiRAT) and by 8 {= number of bits per byte). The mapping of the other
QoS parameters is straightforward (see (Taber 1993) for details).

The backward direction, i.¢., the mapping of Q.933 QoS parameters to HeiRAT pacameters is needed
when Q.933 returns a QoS guarantee which must be forwarded in terms of HeiRAT QoS values. If Q.933
makes only a yes/no decision on the request, the returned QoS values are the same as the input values and
hence the returned guarantee is simply the requested QoS. Otherwise, .933 returns a TPT and a CBS
value for which W and R values must be found such that by,.(#) < by 933(1). This is easy and also described
in (Taber 1993} in more detail.

4 QoS Enforcement

To enforce a given set of QoS assertions, it needs to be controlled which werk item a resource processes at
a given time. This may be achieved by admission control that locks out applications once a certain work-
load is reached. A more general and flexible way to enforce QoS is to take into account QoS requirements
when scheduling a resource. In this section we look at the scheduling of both CPU and network access.

4.1 CPU Scheduling

The HeiRAT algorithms for CPU scheduling are based on classical approaches for real-time processing,
namely earliest-deadline-first (EDF) and rate-monotonic (RM) scheduling (Liu and Layland 1973). In this
context, HeiRAT assumes the packet streams on the network layer to be pedodical. The scheduling and
QoS management of aperiodical transport layer sireams as, e.g., found in video applications with variable
bit rates can be adapted to this model as described in {(Vogt 1995).

EDF scheduling assumes each process to have a deadline at which its processing must be finished. For
periodical packet streams, the deadline for the processing of a packet can be defined as the end of its
period. Within EDF, the process with the earliest deadline among the waiting processes is executed first. In
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RM scheduling, the process with the highest rate (i.e. the smallest period) is given the highest priority. RM
scheduling is a special variant of fixed-priority (FP) scheduling that is also frequently used to approximate
real-time behavior.

In HeiRAT, these approaches have been extended to account for the two classes of guaranteed and sta-
tistical connections as well as for workahead packets. This extension is based on the method of deadline-
workahead scheduling (Anderson 1993) which dynamically classifies packets with respect to whether they
are currently critical or workahead. Within this scheme, one can also easily account for guaranteed and sta-
tistical QoS sireams. Hence, packets (or rather the processes handling them) are scheduled according to the
following multi-level priority scheme:

(1) Critical guaranteed processes

(2) Critical statistical processes

(3) Non-multimedia processes

(4) Workahead processes (both guaranteed and statistical)

Scheduling within these priority classes is (preemptive) RM and EDF (except for Priority 3 where any
stralegy can be used), the deadline of a packet being its logical arrival time plus delay bound computed for
this stream. The priority of a process is switched from 4 to 1 or 2, respectively, as soon as it becomes criti-
cal, which possibly entails the preemption of the currentiy executing process.

With the above scheme the siluation may occur thal some process 1s delayed further than expected by
the execution of another process that takes more time than specified in its workload description. To avoid
this problem, a variant of the algorithm with the following priority scheme can be considered:

(1) Critical processes (guaranteed and statistical)

(2) Critical processes that have used up their processing times as specified by their workioad descriptions,
but require further processing

(3) Non-multimedia processes

{4} Workahead processes

As s00n as a statistical process executed with Priority | exceeds its specified processing time it is moved to
Priority 2 and possibly preempted. Thus, misbehaving statistical processes cannot violate the QoS assur-
ances given o guaranteed processes. This approach requires the supervision of processing times and
increases the complexity of the implementation. Additionally, special care must be taken for a proper
sequencing of packets on statistical connections, as a later arriving packet processed with Priority 1 might
overtake an earlier packet waiting with Priority 2.

The cost of pricrity-driven scheduling is determined by several factors. Besides the scheduling decision
itself (i.e., the selection of the process to be executed) the scheduling overhead includes the assignment of
prioritics to the processes, context switching and the use of timers, as needed in the above scheduling
schemes. Hence, it has to be carefully decided whether the process priorities are assigned statically or
dynamically and at which instants process contexts may be switched. The decision about preemptive or
non-preemptive scheduling has also an immediate effect on the overhead (Mercer and Tokuda 1991).

The CPU scheduler currently implemented in HeiRAT is based on the first priority scheme presented
above with preemptive fixed-priority RM scheduling. To avoid the overhead incurred by the processing of
workahead packets, the scheduler can leave these packets in a wait state until their logical arrival time.
Hence, Priority 4 may not be used. A description and evaluation of the scheduler is given in (Wolf, Burke
and Vogt 1996).

4.2 Network Access Scheduling

Changing the resource scheduler for network access is not as easy as for the CPU: The order in which
packets are sent on the network is determined by an internal scheduler on the adapter that can often not be
modified. To deal with the problem, one typically has to implement an external scheduler that submits
packets to the adapter according to their urgency.

4.2,1 Extcrnal Schedulers

As the internal scheduler is determined by hardware and microcode of the adapter, it generally impletnents
only a simple non-real-time scheduling strategy (for example, FIFO). Hence, it is desirable to reduce its
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impact and leave most of the task to the external scheduler. This is done by bounding the number of pack-
ets that can be gueued on the adapter. Such a bound implies a trade-off between the delay that can be guar-
anteed to a stream and the overall performance of the network. On the one hand, it is desirable to have only
a small number of packels on the adapter (one packet in the ideal case) to be able to send newly arrived
urgent messages faster. On the other hand, the caching of packets on the adapter increases throughput.

When a packet arrives from the regulator it is inserted into the external scheduler queue according to its
priority. If the number of packets waiting on the adapter falls below the threshold, packets are copied from
the external scheduler queue to the adapter queue until the threshold value is reached. This is done either
when a new packel arrives and there is stil] room in the adapter quene, or when the adapter indicates the
stccessful transmission of one of its packets.

The external scheduler can work similar to the CPU scheduler: Packets from guaranteed streams have
the highest priority followed by packets from statistical streams. Normal data packets rank last. Within the
first and second classes, a real-time scheme such as EDF or RM can be used. In contrast to the CPU,
scheduling here is non-preemptive — once a packet has been submitted to the adapter, its transmission is
not aborted.

4.2.2 Token Ring Access Scheduling

The Token Ring was the first network to which HeiRAT QoS management was applied. It was chosen for
its deterministic behavior which lends itself well to the calculation and enforcement of QoS guarantees.
Let us use this as an example to discuss the work of the various schedulers.

In order to provide real-time services on the Token Ring, it is necessary to bound the transmission time
of a node on receipt of the token. Although the Token Ring MAC protocol provides a limit of 10 ms on the
transmission time per node, this value is obviously too high to support multimedia services with tight delay
bounds. Hence, the choice of a smaller value is proposed. The limit on the transmission time could, for
example, be chosen such that the calculated delay bounds of multimedia streams stay below the most strin-
gent application delay requirements. We denote this value of the transmission time as T. T can easily be
imposed by restricting the packet sizes submitted to the adapter, assuming that only a limited number of
packets is transmitted per token visit.

An important consequence of this approach is that small values of T result in small packet sizes and
hence introduce delays in disassembly and assembly of, for example, large video frames. Also, there is an
increase in the number of interrupts generated at the system interface to the adapter on completion of trans-
mission, Hence, it should be ensured that T is not too small. For purposes of further discussion, we assume
that a svitable value can be chosen — a message size of 4 KByte, for example, will result on a 16 MBit/s
Token Ring in a T value of approximately 2 ms.

bW V4 N/ N ¥ Y et

Guaranteed Statistical External
Ext. Sched. Ext. Sched. Scheduler Data
Streams
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1 ﬁ
| I T “
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Figure 5: Token Ring Adapter and External Scheduler.

The basic Token Ring access scheme includes a priority mechanism at the MAC layer. The token is
associated with a certain priority and stations that receive the token can only transmit packets that are of
higher or equal priority than the current token priority. Furthermore, reservations can be made in the token
or in passing packets for a pending packet of a certain priority. Reservations are useful in that they prevent
stations from transmitting lower-priority packets when there is a higher-priority packet pending for trans-
mission at one station.

10
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The MAC priority is reflected in the intermal scheduler of a Token Ring adapter and can be used by the
external adapter in one of the following ways:

* Scheme I (left of Figure 5): We assume a sender can actually set MAC priorities for outgoing packets or
at least can distinguish between two FIFO queuves serving packets with two different MAC priorities.
One possibility here is to have two separate external schedulers for guaranteed and statistical connec-
tions. A statistical scheduler submits packels to the adapter at a lower MAC priority than the guaran-
teed scheduler. Time-independent packets also go through the statistical quene, but are put back by the
external scheduler in favor of multimedia packets.

* Scheme 2 (right of Figure 5): As an alternauve, one could have a single external scheduler for both
guaranteed and statistical streams. This scheduler prefers guaranteed to statistical connections, similar
to the first CPU scheduling scheme descnibed. The scheduler submits both guaranteed and statistical
packets with the same high MAC priority to the adapter. Time-independent packets are transmitted
through the second queue with a low MAC priority.

» Scheme 3 (Figure 6): Adapters with only one queue needed to be used in the current implementation of
HeiRAT. They bear the closest resemblance to the CPU scheduler: The external scheduler needs to
determine the total order of packets

The MAC priority scheme of the Token Ring can also be used to give alf traffic from one station a higher
priority than traffic from other stations. This could be used for video servers where only one (or few) send-
ers actually generate multimedia streams.

Regulator E
1

(External) F '

Scheduler | L
—_——— e e — e e —— = === _-_-*--__——__.—-————A-——_———-
Adapter ! Adapter interface
{including

internal

scheduler) J

i Network

Figure 6: The Way of Packets from the DLS Interface to the Network.

5 Throughput Test and QoS Calculation

Knowing how resources are scheduled, we are now able © address the issues of QoS calculation and
resource reservation for both local resources and networks.

5.1 Local Resource Management

The local resources in the network nodes managed by HeiRAT are CPU processing bandwidth and buffer
space. Whereas the reservation of buffer space requires only the calculation of the amount of storage
needed and a corresponding static buffer allocation at connection establishment time, CPU management
must include the full set of functions defined in Section 2, i.e. throughput test, QoS calculation and
resource reservation.

5.1.1 CPU Throughput Test

All muitimedia processes to be handled by the CPU are characterized by the LBAP model, i.e. they are
basically periodic. Moreover, these processes are scheduled by either an RM or an EDF strategy with a

11
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preference to processes with a guaranteed QoS. Hence, the throughput test needed can be directly taken
from classical scheduling theory (Liu and Layland 1973), A new stream can be accepted by the CPU if

SR Pt
i

In this inequality, the index i runs through all existing streams and also the new stream. K; denotes the max-
imum packet rate of connection i, P, its processing time per packet, and I/ a non-negative real number of at
most 1 for EDF scheduling and In(2) for RM scheduling. In practice, it is advisable Lo restrict the utiliza-
tion U to values smalier than 1 in order to provide some CPU capacity to non-multimed:a processes.

5.1.2 CPU QoS Calculation

QoS calculation in HeiRAT means to optimize one of the three QoS parameters while the other two are
fixed. For the CPU., this optimization proceeds as follows:

*  Throughput: Given the current CPU utilization and the maximum CPU utilization as defined in the
throughput test, the maximum additional throughput rate that can be supported by the CPU is computed
easily from the above formula. The maximum packet size is obtained by table look-up. and the mini-
mum actual transit time is the processing time P;. A local delay bound has to be calculated from the this
throughput value (see below). At the target host, the sum of these local delay bounds is nsed to check
whether the user’s end-to-end delay requirements can be met.

+ Delay: Under both EDF and RM scheduling, the regular delay of a packet will never exceed 1/R when
the throughput test holds (Lju and Layland 1973).! Hence, 1/R is a suitable delay value. For deadline-
based scheduling, worst-case simulation is an altemative way to calculate delay bounds (cf. {ANSI
1991)), but currently not implemented in HeiRAT. Under rate-based scheduling, worst-case simulation
is not useful since the subsequent establishment of other streams with higher rates causes the calculated
delay to increase for lower-rate streams.

¢ Reliability: If sufficient buffer space to store all generated or incoming packets is reserved, no loss due
to buffer overflow can occur for guaranteed streams. Hence, even the most restrictive reliability reguire-
ment (Class 4) will trivially be met. The local delay bound is calculated as described above.

5.2 Network Resource Management

Managing networks is special in that the various entities accessing the network may have a different view
on its utilization and remaining bandwidth. Local bandwidth allocation techniques use only knowledge
available on their system. We distinguish between two local techniques:

» The bandwidth counter approach allocates network bandwidth as long as the sum of the bandwidth
requirements of the individual streams does not exceed a given bound.

» The calcularion-based approach takes additional information into account, especially delay character-
istics, thus managing not only the throughput but the full range of QoS parameters.

The advantage of a local approach is that the QoS can be calculated without requiring to collect knowledge
about the streams sent by the other stations. However, the obtainable results can be unsatisfactory, when
the number of stations connected Lo the ring is large. The assumption for the Token Ring, for example, is
that gl other stations always hold the token for the maximum time, although some of them might tempo-
rarily transmit no data at all. Hence, the bandwidth allocatable will be small and the delay will be high.

The problem can be solved by global bandwidth allocation techniques that look at the requirements of
all stations. Such global allocation could be implemented in a distributed fashion. HeiRAT has chosen a
simnpler albeit less fault-tolerant approach and uses a centralized technique,

While the global and the calculation-based approach allow for a guaranteed QoS, the bandwidth coun-
ter technique yields only a statistical QoS (reasons for this are discussed below). Thus, it is especially
appropriate for networks such as the Ethemet where due to the non-determinism of network access no
guarantees can be given anyway.

1. This holds for guaranteed connections under both variants of the prionty scheduling scheme described n Section 4.1. Far
statisrical connections that stick (o their specified workload bounds, this delay bound is valid under the second priority schcme.

12
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In the following, we again use the Token Ring as an example for a network resource to be managed. We
concentrate on local allocation technigues first and at the end move to a global scheme.

5.2.1 Processing Times on the Token Ring

To derive a throughput test and QoS calculation for the Token Ring, one needs to know the streams to be
transmitied from the station under consideration and the maximum time it takes to transmit a packet once it
is on the adapter. The time interval from packet submission to the adapter and its transmission completion
1s composed of four components:

+ the time to copy the packet to the adapter C,

» the time (o access the token A,

* the time for transmission of the packet 7, and
* the packet propagation delay T across the ring.

We will refer to this total lime as the processing time P of the packet. This term is chosen to highlight the
similarities to the CPU scheme discussed previously: In this analogy, a packet is “processed” by the Token
Ring adapter from the instant when it is copied to the adapler until the instant when its transmission is
completed. 1 includes the signal propagation delay around the ring and the bit delays introduced at each
station. C, T and 7 are fixed given the particular ring configuration and the maximum packet size. A. which
reflects the network bandwidth used by other stations, is variable. lts worst case needs to be computed.

For a scheduler using separate queues for guaranteed and statistical streams or, alternatively, for multi-
media and other data traffic (see Figure 5), the worst-case access delay occurs when the guaranteed packet
is copied to the adapter only to find another packet (from a statistical or a normal data stream} whose trans-
mission has just started. Since a station can transmit only one packet per token visit, the transmission of the
guaranteed packet must wait for the return of the token. However, prior to its return as many as N-1 stations
could transmit, N being the number of stations on the ring. Hence, the worst-case access delay is given as A
= N*T + 1. Using this value for A, the processing times for all packets are constant and identical.

For a scheduling scheme using one adapter queuve for all traffic (see Figure 6} it is easily shown that the
worst-case access delay is A = (N-1)*T+1. This is due to the fact that there is no other external scheduler
on the same station that interferes with the guaranteed streams and hence the only access delay incurred 1s
due to the other V-7 stations.

I multimedia traffic is transmitted at a higher MAC priority than data traffie the impact of stations with
only data traffic {called data stations in the following) can be greatly reduced. For such a mixed scenario, it
can be shown for both scheduling schemes that the worst case value of A = (N’+1)*T+1, N* being the
number of stations with multimedia traffic. The formula assumes that the transmission time of the other sta-
tions is bounded by T. If not, the access delay is somewhat higher. The additional delay incurred by data
stations is due to the fact that in the worst case two data stations can transmit before any multimedia station
can get hold of the token. This can be shown as follows: Consider the scenaric when a data station is trans-
mitting its information and the multimedia station frame arrives just too late on the adapter to make a res-
ervation at a higher priority, i.e., the header of the data frame has just passed by the multimedia station.
Now. a second data station may transmit its frame before the multimedia station makes a suecessful reser-
vation. Afterwards, only multimedia stations can transmit and there are N'-1 of these stations excluding the
one under consideration.

In contrast to guaranteed connections, the processing Limes for statistical packets are not computed on a
worsi-case basis. The goal here is to obtain estimates or to compute Jower processing times to support large
traffic loads and offer an inexpensive, but reasonable QoS. To achieve this goal, for statistical packets a
fixed estimate of the token rotation time {TRT) is used that gives the length of the time interval between
two successive transmissions of statistical frames from this station. This estimate is affected by the number
of higher-priority frames of the guarantecd streams transmitted between the statistical frames — hence the
TRT estimate for statistical streams is not necessarily smaller than the TRT for guaranteed streams.

In a more elaborate scheme, the estimate would not be fixed, but updated with each transmission com-
pletion in the following manner. Let TRT,,, be a new estimate of the TRT, TRT,, the old estimate and
TRT),., the newly measured value of the TRT. Then the estimate can be updated as TRTy,,, = a* TRT o, +
(1-a)* TRT y4qs» where 0 < a < 1 determines the sensitivity of the estimate to new observations.

13
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5.2.2 QoS Calculation for the Token Ring

A main difference of the network resource compared to the CPU is its non-preemptive scheduling. In
(Nagarajan and Vogt 1992) we derived a throughput test and algorithms for QoS computation under non-
preemptive scheduling. The most important results of this work are presented in the Appendix. They allow
for the calculation of throughput and delay guarantees under the FP, RM and EDF scheduling schemes.
Based on these findings, QoS can be calculated depending on the parameter to be oplimized as follows:

*  Delay optimization: For FP and RM scheduling, delay and throughput are computed through the
expressions in A.3. If the throughput obtained through these expressions is larger than the desired value
R, the throughput test has succeeded. However, only R rather than the maximum supportable value 1s
guaranteed. For EDF and RM scheduling, the expressions in A.2 can be used provided the processing
times for all streams are identical {(as it would be the case using the above calculations). Again, if the
maximum supportable throughput is larger than the pre-specified throughput R, then a throughput of R
and a delay of /R + P is guarantecd where P is the common packet processing time for all streams.

o Throughput optimization: Again, the expressions in A.3 apply to the FP and RM schemes. If the maxi-
mum supportable throughput value is larger than the given desired value R, then again only R is guaran-
teed. If, however, the throughput value that can be supported is smaller than the desired value but larger
than the worst-acceplable value, then this throughput value is guaranteed. Finally, if it is smaller than
the required value, the stream will have to be rejected. Throughput optimization for the EDF scheme is
done as described for EDF on the CPU, using the formulae in A.2.

»  Reliability optimization: The IBM Token Ring Busmaster adapter can indicate the successful or unsuc-
cessful delivery of packets to the transmitting adapter. Error correction, however, cannot be provided by
the Token Ring without retransmissions. Thus, the best reliability class supported by the Token Ring is
Class 2.

The delay values as calculated above may be relatively small. We suggest that these values be relaxed
slightly as guaranteeing a small delay bound to a low-priority stream might prevent the admission of
higher priority streams in the future.

5.2.3 Guaranteed vs. Statistical QoS on Token Ring

The above QoS calculations are based on a number of worst-case assumptions. Together they determine
the maxirmum possible length of time between the arrival of a high priority multimedia packet at the driver
interface and the end of its transmission across the ring. These assumptions were:

(1) When the copying of a packet to the adapter is completed, a free token has just passed.

{2y All multimedia stations on the ring always hold the token for the maximum possible time.

(3) It takes the maximum time until a token reservation for a packet with a high MAC priority becomes
effective, i.e., two data stations send for the maximum possible time before a high-priority multime-
dia packet gets the token.

Each of these assumptions is indispensable for guaranteed QoS. However, in configurations with many
multimedia stations, they result in long processing times and delays. They may cause that only a relatively
smail fraction of the actually available Token Ring bandwidth can be allocated to guaranteed connections.?
Hence, a supplementary scheme for statistical QoS is required that can allocate the remaining bandwidth.
Such schemes could relax the assumptions in the following way:

» [f calculations are made on a global, rather then local basis, better estimates for the maximum TRT can
be achieved. We discuss the central bandwidth allocator for this below.

= If there are no data stations on the ring the processing time can be reduced as indicated in Section 5.2.1.
This still yields a guaranteed QoS. If there are data stations that put only a low load on the ring it can be
assumed that they do not interfere much with the multimedia traffic. In this case, working with a
reduced processing time yields a reasonable statistical QoS.

2. We want to emphasize that the scheme for guaranteeing QoS on Token Ring can be easily transferred to FDDI. FDDI syn-
chronous mode is able to guarantee low upper bounds for the TRT thus greatly reducing the worst-case processing time for a
packet and increasing the bandwidth available for guaranteed connections.

14
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* As described in Section 5.2.2, statistical QoS calculation can be based on a TRT estimate. Although
HeiRAT currently provides no monitoring function that keeps statistics on the TRT, a function is avail-
able which calculates the processing time based on a user-provided estimate for the token access lime.
The most optimistic assumption is that a token is immediately available after data is copied to the
adapter. For a video server transmitting data on an otherwise unused ring, this assumption is justified.
Here the access delay can be completely dropped from the sum defining the processing time. If there
can be more than one frame on the adapter, copying and transmitting would proceed in parallel and one
coutd even drop the copying time, thus reducing the processing time to the pure transmission time.

The above approaches reduce processing times, get a better estimate of the behavior of the other stations
and the ring itself and relax assumptions (1)—(3). They can, however, not get around the problem of a tem-
porary priority inversion: When a packet arrives at the adapter driver interface, another packet with a lower
scheduling priority is just being copied to the adapter. This problem cannot be avoided due to the non-
precmptiveness of the sending process.

5.2.4 Bandwidth Counting for Token Ring

A radically different (and simplifying) approach to manage statistical connections does not use the above
formulae at all, but considers only the raw throughput required by the connections (Baugher et al. 1993). In
this bandwidth counter approach, a new stream is admitted only if the total throughput needed by all
streams lies below the total capacity of the ring (for example, 16 MBit/s or a lower value, if some residual
bandwidth for other traffic is desired) or — alternatively — some capacity allocated to this station.

The advantage of this scheme is that all the raw Token Ring bandwidth available can be allocated to
multimedia eonnections. 1t also permits to relax the requirement that the Token Ring driver never holds
more than one frame on the adapter, provided that all connections are only statistical. The drawback of the
bandwidth counter approach is that no tight delay bounds can be given.

In the current implementation of HeiRAT, the user can select whether statistical connections are man-
aged by the calculation-based or the bandwidth counter approach. Hence, it is possible to combine the
original guaranteed approach based on the formulae and the statistical approach based on a bandwidth
counter. This way, one can establish a small number of guaranteed connections with tight delay guarantees
and also to utilize the full ring bandwidth by admitting additional statistical connections.

5.2.5 Central Bandwidth Allocation

When the above calculations are not just made on a single station, but by an entity that knows about alil
existing requirements throughout the system, potentially better QoS can be achieved. The HeiRAT central
bandwidth allocator (CBA) (Jordaan, Paterok and Vogt 1993) is such an entity that is located somewhere
in the network and keeps track of stations that currently submit multimedia data to the ring. It can currently
be used with bridged LLANs consisting of Token Ring, Ethernet, or FDDI.

The central piece of CBA is the QoS allocator. It includes a Management Information Base (MIB) stor-
ing retwork topology information, the bandwidth currently available, other QoS parameters, and the cur-
rent status of the resource reservations for individual streams. The allocator is able to receive requests for a
certain QoS, to decide whether these requests can be granted or have to be rejected. to calculate QoS guar-
antees, to reserve corresponding resource capacities and to return QoS guarantees. On each network (sin-
gle-segment or bridged) there can run only one allocator.

The allocator communicates with QoS requestors on the individual stations. This communication sup-
ports the registration of requestors with the ailocator, the allocation, deallocation and change of QoS, and
the refreshing of QoS reservations. QoS requestors act on behalf of QoS clients (for example, HeiRAT
agen(s). A requestor offers functions such as initialization of the requestor, establishment, change and
release of reservations. It thus shields the clients from the direct communication with the allocator by pro-
viding the protocols and the frame formats required for this communication.

The QoS allocator includes a graphical user interface which allows to feed in all needed configuration
information (such as LAN topology and capacity, IP addresses of the QoS requestors). It can be used to
monitor the current resource allocation status. Configuration and monitoring can be done via SNMP.
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Figure 7: QoS Requestor and Allocator.

6 Closing Remark

In this paper, we have shown the full range of HeiRAT functiens from QoS modelling, to QoS enforcement
to QoS calculaticn as they have been implemented in the HeiProjects over the past years. While our initial
work was mainly concerned with providing guaranteed QoS, we have gradually shifted our attention to
also support statistical QoS as is visible in the text above. We also looked at alternative approaches to pro-
vide QoS such as scaling (Delgrossi et al. 1994} and filtering (Wolf, Herrtwich and Delgrossi 1995) and
have implemented them in our system.

We have found that these various methods are no substitutes, but rather complement each other depend-
ing on the requirements of the applications that need to be supported. We therefore believe that even with
growing system and network bandwidth, there is a role for careful QoS calculation and reservation tech-
nigues: As bandwidth goes up, so does demand. The modular HeiRAT framework is open to be extended
by Qo8 mechanisms for further, more modem networks. The results we have presented for Token Ring
management can be easily transferred to other token-based networks like FDDI. Switched networks like
ATM require the design of own methods. However, where cur design had to graft real-time mechanisms on
the underlying system, future platforms may benefit from the inclusion of HeiRAT-like mechanisms in the
system from the ground up.
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Appendix A QoS Calculation Under Non-Preemptive Scheduling

This Appendix contains theorems for QoS calculation under non-preemptive scheduling, which can be
used for QoS management of the Token Ring (see Section 5.2.2). At this place, the proofs for the theorems
are omitted due to space limitations. They can be found in {Nagarajan and Vogt 1992).

In general, we address the problem of the non-preemptive scheduling of N periodic streams with peri-
ods T;, T, ... Ty (i.e, rates R; = | / T} and deadlines «; smaller than or egual to the period.

A.1 Fixed Priority Non-Preemptive Scheduling of Periodic Streams

First, we consider the fixed-priority (FP) scheduling scheme, i.e., each stream is assigned a unique priority
value and streams are scheduled according to this priority. One special case of this scheme is the rate-
monotonic (RM) scheduling strategy. Our aim, here, is to formulate a throughput test in order to ensure
that all deadlines are met tor all packets of the streams.

Theorem 1:

Given N periodic streams with periods T,, T, ... Ty and deadlines o, < T,,] <{ < N. Assume
that the streams are numbered by increasing priorities, i.e., that stream N has the highest
priority and stream 1 has the lowest. Also, assume that processing times of the stream
packets arc unity {i.e., identical). Then, the streams are schedulable within their deadlines
with the non-preemptive fixed-priority scheme if

dy22
4,22+ C(d, T, }+..+CWd,Ty)  1<i<N

Sx—1
h .y) = ceil ’1‘—) 1 L . .
where Clxy) = cel ( ¥ * {ceil(z) is the smallest integer &k with z<k.)

For processing times that are not identical we have

Theorem 2:

Given N periodic streams with periods T,, T, ... Ty and deadlines d;, 4., ..., dy with 4, €
T,1 < i < N. Assume that the streams are numbered by increasing priorities, i.e., that
stream N has the highest priority and stream 1 has the lowest. Also, assume that the
processing time of the packets from stream i is P,. Then, the streams are schedulable
within their deadlines with the non-preemptive fixed-priority scheme if

dyz Py +max; ;b
N
d;2 P+ maxy ;o yPi+ Y, Pi-Fldi-R,T) I<i<N
J=i+1

h Fxy) = 't[f‘ 1
where (x,y) = cei yJ+

The discontinuities induced by the ceiling function make the calculation of optimum QoS values some-
what tedious (see A.3). Alternative expressions without these discontinuities are given by

Theorem 3:

Given N periodic streams with periods T,, T,, ..., T, and deadlines d,, 4, ..., dy with
d;<T, 1 <i<N. Assume that the streams are numbered by increasing priorities, i.e., that
stream N has the highest priority and stream 1 has the lowest. Also, assume that the
processing time of the packets from stream i is P;. Then, the streams are schedulable
within their deadlines with the non-preemptive fixed-priority scheme if

dNEPN+”‘ax15£sNPi
N
d;2 P+ maxy oo P+ E P, Gd-P,T) 1<isN
j=i+l

where Gix,y) = *i9
y
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A.2 EDF and RM Non-Preemptive Scheduling of Periodic Streams

We now consider throughput tests for non-preemptive EDF and RM scheduling. These tests are extensions
of the expressions in (Liu and Layland 1973) concerning the corresponding preemptive scheduling
schemes.

Theorem 4:  Given N periodic streams with periods 75, T, ..., Ty (i.c., rates R; = 7 / T, and unit process-
ing times P per packet. Let d; = T; + P be the deadline for stream i. Then, the streams are
schedulable within their deadlines with the non-preemptive RM scheme if

¥
Z—-PS!»(Z)
i=1Tj

For EDF scheduling. the same holds if ¥ L ey

T

N
=11

A.3 Computation of Optimal Throughput and Delays

Finally, we consider the computation of the optimal throughput and delay values, This optimization is car-
ried out for a single newly established stream given that the guarantees and stream characteristics for all
existing streams are known. Such an optimization is needed for exampie for the computation of QoS val-
ues as in Section 5.2.2,

First, we consider the FP scheduling scheme and subsequently the RM and EDF schemes respectively.
It can be easily derived from Theorem 3 thal the smallest delay bound that can be guaranteed to stream i (1
<i<N)is:

N

P.

J

Pi+(max; ;o nPY+ Y P}.(z_f)

d = i=iel 4
i N P
- —d
- X7
j=ix1 4

N being the total number of streams. Note that the guarantees for all streams with a higher priority than that
of a newly established stream i are not affected by this new stream. We need only ensure that the new
stream has no impact on the guarantees given to lower priority streams. The cheice of the throughput value
of the new stream is crucial in this respect. It can be easily shown that if the period 7; is chosen such

that T; = max(max; . ; ;L. d)
where
L PAd;-P)
i N
d,-P,
d;—P;=2P—max| .  yPr— 3 Pk(2+ —T—)
k=j+l k=i K

then none of the guarantees for the lower streams will be violated and hence 7 /7, is the highest value of
the throughput that can be provided to the new stream i.

Next, we consider the RM scheme specifically. Note that the RM scheme is a special case of the FP
scherne and hence the results above are applicable as well. As an alternative, an oplimization based on the
throughput tests in Theorem 4 is possible. For the RM scheme, we consider two potential scenarios. First,
when it is desired to admit the connection at a fixed priority and later the case where the optimization is
also over the choice of priority.

RM scheme - fixed priority: Here we assume that the new stream is to be admitted at priority { where 1 <
< N+1 and N is the number of existing streams (i.e., streams 1,...,i-1,i+1,....N+1 exist already). First, we
compute the residual capacity available at this station:
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N+l P
U, =12}~ Y F
=1y

where P is the common processing time for all streams and T; are the respective periods. Note that the
scheduling test in Theorem 4 does not allow for the possibility of variable processing times (see Section
for the motivation of identical processing times}). Given the residual processing capacity available, the
maximum allowable throughput rate results from the minimum allowable period:

T. = Ll 1<ig

r--m:nx((T,Tl-_'_l) LisN+|

(Take Ty, = 0 while computing the above expressions).However, if T; > T, then the new stream cannot be
admitted at the given priority because otherwise the given priority ordering would be violated.
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