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Abstract—Video streaming applications are a major driver
for the evolution of the future Internet. In this paper we
introduce a framework for QoE management for video
streaming systems based on H.264/SVC codec, the scalable
extension of H.264/AVC. A relevant feature is to control the
user perceived quality of experience (QoE) by exploiting
parameters offered by SVC. A proper design of a control
mechanisms requires the quantification of the main influence
parameters on the QoE. For this purpose, we conducted an
extensive measurement study and quantified the influence of
i) video resolution, ii) scaling method, iii) network conditions
in terms of packet loss and iv) video content types on the
QoE by means of the SSIM and PSNR full-reference metrics.
Further, we discuss the trade-off between these different
control knobs and their influence on the QoE.

I. INTRODUCTION

In Next Generation Networks (NGNs), video streaming
is expected to be the killer application dominating the
traffic share worldwide. According to [1], Internet video
will account for over 60 % of all consumer Internet traffic
in 2013 and will generate over 18 exabytes per month.
The user will demand high-quality image resolutions that
may require bandwidths greater than what is supported in
the current Internet architecture. Massive investments by
network and service providers are one pathway to cope
with the emerging challenges. In this paper, we propose
an alternative approach referred to as QoE management
which will lead to much more economic and efficient use
of the available resource while improving the quality of
experience (QoE) for end users.

In particular, QoE management includes a) the moni-
toring of the current situation from the network’s and the
user’s point of view as well as b) control mechanisms to
dynamically adapt the video system to deliver the optimal
QoE. The monitoring of the current situation aims at
retrieving information about (i) the network environment
of the user, like fixed FTTH or DSL access, or wireless
WiMAX, WLAN or 3G access; (ii) the current network
conditions like available end-to-end througphut or packet
loss; (iii) user related topics, like the capabilities of the end
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Fig. 1. Acceptable area of QoE control knob settings

device (CPU power, resolution) or SLAs with the network
or service operator; (iv) service and application specific
information, like used video codec or type of content
(sports clip, music clip, news, etc.). Similar investigations
for the mapping from QoS to QoE have been conducted
for voice and web traffic in [2], [3].

The QoE control mechanism takes into account the
monitoring information and adjusts corresponding influ-
ence factors. For video streaming systems, the dynamic
adapation of the video quality according to the current
situation can be smartly realized with the de facto state
of the art video codec H.264 and its scalable extension
(H.264/SVC). This extension provides an integrated solu-
tion for different temporal, spatial and quality scalabilities
and a seamless switching between, e.g., different resolu-
tions or frame rates. The concept enables an adoption of
the delivered video quality to the available bandwidth. In
case of network problems like congestion, the resolution,
and thereby the necessary bandwidth, could be reduced in
order to avoid packet loss and the emerging video quality
degradation. In this context, the question occurs how the
end user perceives the actual quality of the delivered
video. In particular, is a user more satisfied with i) a
low resolution, but a smooth video playout or ii) a high
resolution at the cost of quality degradations due to packet
loss in the network.

Figure 1 illustrates the acceptable area of QoE control
knob settings for SVC in a spider plot. The different
axes denote the influence of the control knob settings on
the QoE. A highly sophisticated QoE control mechanims
determines the optimal settings in terms of best QoE with
minimal costs. The focus of the paper is the quantification
of the acceptable area, i.e. of different influence factors
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Fig. 2. SVC Cube, illustrating the possible scalability dimensions for
a video file

and control knob settings on the QoE and the required
resources (bandwidth, CPU). This is mandatory in order
to design appropriate QoE control mechanisms. We rely
on objective QoE metrics like PSNR and SSIM which
allow to conduct extensive measurement studies and to
derive simple relationships applicable in QoE control. In
particular, we take a closer look at the influence of packet
loss, the content type of the video and its resolution, as
well as the scaling method. The scaling method is an
additional control knob on application layer. User prefer to
watch a video clip in an adequate size [4], that means, they
will scale up the video, if possible, to be displayed on full
screen. For resizing, the various interpolation algorithms
differ in their computational complexity at the user device
as well as the achieved video quality.

The main contribution of the paper is twofold. First,
we conduct extensive measurement studies for the quan-
tification of the QoE for different control knobs (video
resolution and scaling method), network problems (packet
loss) and video content types. The measurement results
support results well-known from literature [4]–[6] and
confirm similar conclusions for the de facto video standard
H.264. Second, we compose the investigated control knobs
for a common QoE control mechanisms. The measurement
results are a first step to define thresholds fo a highly
sophisticated QoE control.

The remainder of this paper is structured as follows.
Section II gives comprehensive background on scalable
video coding and existing work which links main influence
factors of different video dimensions on the user perceived
quality. In addition, metrics for quantifying QoE are briefly
introduced. By means of laboratory measurement studies,
we quantify the influence factors on QoE which allow
to design control mechanism in the QoE management
framework. The measurement methodology is discussed in
Section III, while the measurement results are presented
in Section IV. Finally, Section V concludes this work and
gives an outlook on future work.

II. BACKGROUND

A. Scalable Video Coding

The video codec H.264/SVC, cf. [7], [8], is based on
H.264/AVC, a video codec used widely in the Internet, for
instance by video platforms (e.g., YouTube, GoogleVideo)
or video streaming applications (e.g., Zattoo). H.264/AVC
is a so called single-layer codec, which means that dif-
ferent encoded video files are needed to to support het-
erogeneous end user devices. The Scalable Video Coding

(SVC) extension of H.264/AVC enables the encoding of a
video file at different qualities within the same layered
bit stream. This includes besides different resolutions
also different frequencies (frames displayed per second)
and different qualities w.r.t. Signal-to-Noise Ratio (SNR).
Different qualities can be considered as a special case of
spatial scalability with identical picture size for base and
enhancement layers. These three dimensions are denoted
to as spatial, temporal and quality scalability. Figure 2
gives an example of different possible scalabilities for
a video file. The scalable video file can be watched in
three different temporal resolutions (15Hz, 30Hz, 60Hz),
three different spatial resolutions (CIF, SD, HD) and three
different quality resolutions (Q0, Q1, Q2). The left bottom
“subcube”, CIF resolution with 15 Hz and quality Q0, is
the base layer which is necessary to play the video file.
Based on this layer different enhancement layers permit
a better video experience with a higher resolution, better
SNR or higher frame rate, respectively. The more subcubes
along any of the three axes are available the higher the
quality in this respect is. If all subcubes are available
the video can be played back in highest quality. If all
subcubes within quality Q0 are available, the video can
be played back in HD-resolution with 60 Hz, but only
with a low SNR. This concepts allows an adaptation of the
video quality to the service parameters, for instance to the
connection throughput. Due to the integration of different
layers within one video file a seamless switch between
different layers is possible. Thus, the bandwidth of a
video stream may be adjusted to the network conditions.
If the offered end-to-end throughput is not sufficient for
playing back the video file in maximum quality it is
possible to reduce the delivered frame rate, image quality
or resolution. Therefore the bandwidth of the video stream
can be reduced, that means the bandwidth is adopted to
the offered network quality of service parameters. The
influence of a bandwidth reduction on the user perceived
quality is discussed in the next subsection. In order to
investigate the capabilities of SVC we emulated the codec
behavior with H.264/AVC. It has to be noted that we
consider UDP-based video streaming in this paper. Thus,
packet loss results in artifacts or missing frames in the
video. Transmitting the video with TCP faces a different
kind of QoE degradation, that is stalling of the video.

B. Main Influence Factors of Different Video Dimensions
on the User Perceived Quality

When using a video codec like H.264, bandwidth re-
duction is usually achieved by one of the following ways
(i) reduce the image resolution of the video, (ii) decrease
the image quality due to higher image compression rates
(larger quantization), or (iii) reduce the frame rate (fps).
Recently user surveys have been conducted investigating
the impact of these influence factors on the subjective
quality of digital video, especially in the context of
mobile environments. In [5] Buchinger et al. described
the interconnection between the compression rate and the
frame rate in mobile environments. It turns out, that, for
a given resolution, users prefer a video higher image
quality, i.e. lower compression rate, and low frame rate
instead of a video with medium picture quality and high
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frame rate. Similar investigations have been carried out by
McCarthy et al., cf. [6]. For their experiments they showed
test videos on desktop computers and palmtops in two
different resolutions, 352x244 for the desktop experiments
and 176x144 for the palmtop experiments. The conducted
surveys confirm, that users tend to neglect a reduction
of the frame rate, but that a decrease of picture quality
leads to dissatisfied users. Our work differs from the
approaches mentioned above, since we investigate H.264
encoded video sequences with higher resolutions. Further,
we use objective metrics for determining the Quality
of Experience instead of subjective ones like MOS or
acceptability.

The issue how a video clip with given resolution should
be displayed on the screen is discussed by Knoche, cf.
[4]. He discovered that the video has to be displayed at
an adequate size. This includes that users prefer to resize
the video picture to the highest possible size with still
a sufficient image quality. His work does not include an
investigation of resizing mechanisms. Usually, this is done
by the player either with simple mechanisms like nearest
neighborhood interpolation or more sophistic mechanisms
like cubic or bicubic polynomial interpolation. The more
complex the resizing algorithm, the more expensive is
it in terms of CPU and energy consumption. On the
other hand a more complex algorithm might increase the
user perceived quality. An investigation of this issue is
performed with full reference models in Section IV-A.
Yamagishi [9] discuss the influence of the coded bit rate on
the video quality. This differs from our contribution since
we detail the different scalability mechanisms provided by
H.264/SVC.

C. Quantifying Quality of Experience

Quality of Experience is defined as the subjectively
perceived acceptability of a service [10]. The perceived
quality can be investigated in subjective tests, where
presented stimuli—such as impaired video sequences—
are rated by subjects under controlled conditions. The
obtained rating expresses the subjective Quality of Expe-
rience (sQoE), typically described by the Mean Opinion
Score (MOS).

However, subjective tests are time-consuming, expen-
sive and have to be undertaken manually, which does
not allow for automatic quality ratings by software. This
aspect motivates objective metrics, which are designed
to correlate with human perception, and, thus avoid cost
and time intensive empirical evaluations. Estimates for the
quality obtained by metrics are called objective Quality of
Experience (oQoE). A more comprehensive discussion on
this subject can be found in [11].

Quality metrics can be classified into three categories
by the required amount of reference information [12]:
Full-reference (FR) metrics are based on frame-by-frame
comparison between a reference video and the video to
be evaluated; No-reference (NR) metrics have to make
assumptions about the video content and distortions, e.g.
by evaluating the blockiness of a frame, as a common
artifact in block-based compression algorithms such as
MPEG; Reduced-reference (RR) metrics evaluate the test
video based on a subset of features previously extracted

from the reference video. Based on the complex nature of
cognitive aspects and the human visual system, objective
quality metrics do not capture its entire complexity and
focus on aspects, which have been shown to correlate
well with human perception in subjective tests. Thus,
they are biased by model limitations and limited in their
performance.

In this paper, we focus on two full reference metrics,
PSNR and SSIM, due to the availability of the unimpaired
reference video in laboratory conditions. The peak signal-
to-noise ratio (PSNR) [13] as a FR metric has been
found not to correlate well with human perception [14],
as it is defined as a binary comparision of images and
thus neglects the complex human perception. The PSNR
is appealing due to its easy computation and physical
meaning, and, therefore often used as a reference.

In principle, the subjective judgement of video quality
depends on factors such as content (e.g. interview, soccer
match, movie) or context (e.g. viewed on a mobile device,
HDTV capable screen). Subjective tests showed a mea-
sureable content dependency [15], which is not reflected
by SSIM and PSNR. However, Huynh-Thu and Ghanbari
[16] argue that PSNR is a valid quality measure as long
as the video content and its codec is not changed.

The Structural Similarity Index Metric (SSIM) [17]
introduced by Wang et al. is motivated by the assumption
that human visual perception is highly adapted for ex-
tracting structural information. It has been shown to have
a high correlation with image [17] and video quality [18].

Based on results obtained for still images in [17], we
introduce a mapping of PSNR and SSIM (oQoE) to a
nominal 5-point MOS scale (sQoE) according to Table I
for expressing an approximation of sQoE.

III. MEASUREMENT SETUP

This section deals with the measurement setup, the in-
vestigated parameters and the used measurement method-
ology.

A. Aim of the Measurements

There are three main parts we investigate with the
measurements. First, we want to identify whether full
reference models can be used to classify the decrease of
the QoE for different resolutions. This is motivated by
the fact, that users scale up the provided resolution, if
possible to full screen mode. For that, video players pro-
vide different interpolation mechanisms leading to larger
images with less quality. This influence is examined in
Subsection IV-A. Second, we want to investigate the case
of UDP video streaming over lossy links. For that the
testbed described in the next section is used. The results
are presented in Subsection IV-B with additional focus
on the behavior of the used full reference models in case

TABLE I
MAPPING OF OQOE TO SQOE

MOS PSNR SSIM
5 (excellent) ≥ 45 > 0.99

4 (good) ≥ 33 & < 45 ≥ 0.95 & < 0.99
3 (fair) ≥ 27.4 & < 33 ≥ 0.88 & < 0.95
2 (poor) ≥ 18.7 & < 27.4 ≥ 0.5 & < 0.88
1 (bad) < 18.7 < 0.5
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Fig. 3. Measurement Setup

of different content. The last issue we investigate is the
influence of quality degradation in case of lossy links for
different resolutions. Here we want to discuss which of
the following cases users prefer:

1) best available video with high bandwidth require-
ments which is disturbed due to network congestion
or

2) video in a lower resolution which is not disturbed.
Results of this study are provided in Subsection IV-C.

B. Measurement Setup

This subsection discusses the used measurement setup
and describes the tools and video sequences used for the
transmissions. For the conducted measurements we used
the setup depicted in Fig. 3. As operation systems Debian
Sid with Kernel 2.6.26-2-686 was used for all three hosts.
One host, a Pentium IV equipt with a 2.4 GHz processor
and 1 GB RAM acted as video streaming server, and
another, a Dual Pentium III with 2x 1.2 GHz and 512 MB
RAM acted as client. The experiments were traced using
tcpdump [19]. For investigating the influence of network
conditions, i.e. packet loss, on the video degradation we
used a software based network emulation approach. This
is performed by the network entity located in the middle
of our testbed, a Pentium III with a 0.8 GHz processor and
256 MB RAM, running Netem [20] as network emulation
software. On this entity we adjusted the desired random
packet loss pl ∈ [0, 5%]. The video sequences were
transmitted using the Evalvid framework, cf. [21]. The
framework provides an approach computing the received
video clip of the client with the recorded packet traces and
the original video. The original and the computed video
were used as input for computations with the used full
reference models.

C. Measurement Methodology

This subsection describes the used video sequences,
how this video sequences were encoded and which full
reference models we used for the evaluation. As video
clips we used blue sky, crowd run and park joy, cf. Table
II, in y4m format with a resolution of 1080p, provided by
xiph.org [22]. As models for evaluating the user perceived
quality for the resized and disturbed video sequences we
used PSNR and SSIM metric. An efficient implementation
of these metrics is provided by the MSU Video Quality
Measurement Tool [23]. The encoding steps of the video

TABLE II
PROPERTIES OF REFERENCE SEQUENCES

Name blue sky crowd run park joy
# Frames 216 499 499

Frame rate 30 30 30
Average bandwidth (Mbyte/s) 0.82 1.54 1.85

Length (sec) 7.2 16.63 16.63
Motion type low-medium medium medium

y4m to yuv
conversion
mencoder

yuv to avi
conversion

ffmpeg

resizing

Virtual Dub

H.264 
encoding
AutoX264

Fig. 4. Encoding methodology

clips are depicted in Fig. 4. The starting format of the
video clips was uncompressed y4m format, i.e. each single
image was available in uncompressed raw format. With
mencoder [24] we computed uncompressed yuv files and
embedded the images in an avi container with ffmpeg.
For the conducted experiments we resized the video files
with Virtual Dub [25] to the resolutions depicted in Table
III. The encoding of the video clips to H.264/AVC was
done with AutoX264 [26], an application mainly using
mencoder and the x264 [27] codec. For the encoding
process we assured, that every 30 frame is an I frame.
Since we used a frame rate of 30 frames per second
we assure that image failures spread over one second at
maximum.

IV. RESULTS

Next, we discuss results obtained with by measure-
ments which were conducted at the G-Lab local site in
Wuerzburg.

A. Objective Quality of Experience for Different Resolu-
tions

Before we discuss the influence of different video reso-
lutions compared with the the best available resolution, we
take a look at the bandwidth constraints. This is depicted
in Fig. 5 for the different video clips blue sky, crowd
run and park joy. On the x-axis the different resolutions
are displayed, cf. Table III, whereas the scale of the
axis is proportional to the number of pixels of each
resolution. The y-axis shows the average bandwidth of the
video sequence in Mbyte/sec. We observe that there is a
strong influence of the content on the required average
bandwidth. Further it can be seen that, regardless of the
content type, huge bandwidth savings can be achieved by
lower resolutions. Now we want to discuss the influence
of lower resolutions on the user perceived quality of
experience. As additional influence we investigate this
behavior for different interpolation mechanisms, nearest
neighborhood and bicubic interpolation. The results are
illustrated in Fig. 6 for the objective quality estimators
PSNR and SSIM mapped to the subjective MOS scale. For
both figures, the x-axis shows the different resolution pairs,
assigned with the axis just as well as in Fig. 5. The y-axis
denotes the used objective metric, and the gray colored
areas illustrate the corresponding MOS values. A darker
gray scale indicates a worse MOS value. The dashed lines
show the results for nearest neighborhood interpolation,
the solid lines for bicubic interpolation. Fig. 6(a) depicts
PSNR and the corresponding MOS values. It can be seen
that, regardless of the content, a decrease of the resolution
yields in a decrease of the PSNR metric and accordingly

TABLE III
PROPERTIES OF REFERENCE SEQUENCES

Descriptor 1 2 3 4 5 6
Width 1216 1024 960 640 448 320
Height 684 576 540 360 252 180
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to the MOS value. Further nearest neighborhood interpola-
tion is perceived always worse than bicubic interpolation.
The same holds for the SSIM metric which is illustrated
in Fig. 6(b). Both figures show that for the three video
sequences, resolution 4 (640x360) is still classified as
MOS value fair (3), if bicubic interpolation is used. Taking
the results of Fig. 5 into account, this means that a
reduction of the required bandwidth to less than a half
of the original bandwidth results still in a viewable video
clip. We can conclude, that both objective metrics can be
used to classify the degradation of video content in case of
lower resolutions. Further both metrics estimate different
content unequal and generate approximately equal results
for the conducted study. Further we have seen that there
is a strong influence of the content on the oQoE metrics,
i.e. if we want to control the user perceived quality we
have to take the content into account.

B. Influence of Packet Loss on Objective Metrics

This subsection deals with the influence of packet loss
on video transmission. For that we conducted experiments
with different content types and varying packet loss ratios,
as explained in Section III-C. The results for the objective
metrics and the corresponding subjective MOS values are
depicted in Fig. 7. In both subfigures, the y-axis denotes
the objective QoE value, while the different MOS values
are illustrated by the areas with different gray colors. The
PSNR value, depicted in Fig. 7(a), decreases with increas-
ing packet loss ratio. The same behavior is investigated for
the SSIM metric, shown in Fig. 7(b). Further, it can be
seen that the PSNR values decrease equally for different
content. That means, that PSNR can not differ between
different content. This inability of PSNR are in accordance
with the results obtained by Huynh-Thu [16], showing
that PSNR cannot be a reliable method for assessing the
video quality across different video contents. On the other
hand, SSIM is able to distinguish different content as can
be seen in Fig. 7(b). Here, blue sky is affected least by
packet loss, followed by the crowd run sequence. We
can conclude that the gradient of the SSIM curves for
increasing packet loss differs for the investigated content
types, i.e. QoE control has to take the type of content
into account. Both metrics indicate, that already a small

(a) PSNR (b) SSIM

Fig. 6. Objective comparison of different resolution pairs

(a) PSNR (b) SSIM

Fig. 7. Objective comparison for different packet loss ratios

packet loss probability decreases the user perceived quality
highly. Referring to SSIM, a packet loss rate pl = 0.007%
yields to a MOS value of 3, and a MOS value bigger than
2 is obtained for pl < 0.5%. Thus, we can conclude that
for the given encoded video clips and scenarios, packet
loss should be avoided in any case.

C. Trade-off between Packet Loss and Content Quality

In this section we want to investigate the following
scenario. A network is under heavy load and users want
to watch a high resolution video stream via UDP. In this
case, the already heavily loaded network would become
congested, which results in packet loss. As we concluded
from the previous subsection, packet loss has a strong
negative impact on the user perceived quality. Thus, it
might be better to relieve from the congestion state by
throttling the bandwidth constraints of the video stream
by reducing the video resolution. This is discussed for
the content type blue sky and park joy in Fig. 8. For
this scenarios, the x-axis denotes the random packet loss
probability, and the y-axis the corresponding SSIM values.
The dashed lines indicate the corresponding SSIM values
for content in lower resolution, respectively 960x540,
448x252 and 320x180 pixels, compared to the best in-
vestigated quality, 1216x684. Since the used interpolation
method is the nearest neighborhood mechanism we assure
a worst case approximation of the oQoE of the lower
resolution content. The results for blue sky are depicted
in Fig. 8(a). It can be seen that the SSIM thresholds are
close to each other. A resolution of 960x540 is still rated
with a SSIM value of 0.97 resulting in a MOS value of
4 and reduces the bandwidth requirements by more than
25%. The other resolutions still result in a MOS value of
3 by reducing bandwidth requirements of more than 50%.
In order to cope with this SSIM values, a packet loss ratio
pl ≤ 0.04% has to be assured. The same results can be
deduced from Fig. 8(b) which illustrates this investigation
for the sequence park joy. This content type differs from
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blue sky, since the SSIM thresholds for other resolutions
yield in a lower SSIM value. Nevertheless the distertion of
the high resolution content is even worse in case of packet
loss; a packet loss ratio pl ≤ 0.01% would effectuate
a higher SSIM value. We can conclude that in case of
network congestion it is better to reduce the resolution of a
UDP video stream if the congestion is relieved and packet
loss can be avoided. This conclusion also holds for burst
and other types of packet losses, but the threshold when
to reduce bandwidth requirements changes. Future work
will deeply investigate packet loss patterns and determine
their impact on the user perceived experience.

V. CONCLUSION

In this paper we proposed a framework for QoE mam-
agement for content distribution systems based on H.264
SVC. Bandwidth adaption with SVC can be achieved
seamlessly in three ways: (i) reducing the video resolution,
(ii) decreasing the image quality, or (iii) reducing the frame
rate. Additionally to these three control knobs the scaling
method on application layer has to be taken into account
as control knob. We conducted an extensive measurement
study to quantify the objective Quality of Experience and
the resulting subjective Quality of Experience. For that
we focused on the scaling method for different resolu-
tions and on the impact network conditions, respectively
packet loss. We showed that the gain in terms of user
perceived quality for higher resolutions can be estimated
with objective metrics. Second, our results show, that
SSIM can be used to quantify the behavior of different
content and the influence of packet loss on the QoE.
This does not hold for PSNR. Further we showed that
video sequences with lower resolution perform better than
disturbed high resolution content with respect to SSIM.
Future work will investigate the influence of the frame
rate and image quality on the user perceived quality. This
results will be combined with the present results in an
overall QoE control mechanism for SVC based on the
integrated SVC scalabilities. This control mechanisms will
permit an adaption of the video content to the network
conditions and allow a maximization of the QoE.
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