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1. Overall Survey Design
Previous work has shown, that workers on a micro-task market expect a 
recommender to provide similar tasks compared to their recently finished ones [1]. 
Task similarity is therefore to be seen as a crucial metric to design task recommender 
systems for crowdsourcing platforms. The survey shown on the following pages was 
conducted in order to gather data about how crowd workers perceive similarities 
between tasks. Further details about the data and the analysis can be found in [2].

The questionnaire provided to the workers consists of four parts shown in Figure 1. 
The first part is used to motivate the survey and introduce the idea of task 
recommendation. The main section in part three is framed by two pages asking for 
demographics, crowdsourcing experience and personal opinion on task 
recommendations. The third part holds the main interest with questions focusing on 
the opinion about task similarities. 

To detect spammers, some questions in part two and four were used as consistency 
questions. We also introduced a test question in the main part of the questionnaire to 
detect any further spammers, but pointed out in our introduction that the 
questionnaire will contain such attentiveness checks.

Figure 1: Overall survey design
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2. Introduction
On the first page, shown in Figure 2, we motivate the idea of task recommendation 
and explain the necessity of the survey in order to have the workers understand our 
goals. We make sure that the workers take their time to read our introduction by not 
allowing them to move on for exactly one minute.

Figure 2: Introduction



3. Demographics, Crowdsourcing Experience and Task Selection
The second page, shown in Figure 3, contains questions about the workers’ 
demographic background, their experience within crowdsourcing platforms and their 
opinion on task selection. Some answers of the questions can be evaluated by 
comparing them with data from the platform provider. Others can be compared to 
redundant questions given on the last page of the survey. These answers can be used 
to identify spammers.

Figure 3: Demographics, Crowdsourcing Experience, Task Selection



4. Main Interest: Rating of similarity aspects
The main part of the questionnaire, shown in Figure 4 and 5, holds 14 questions (+1 
test question in the middle), following the same style. The workers are advised to 
assume they successfully completed a task A and have to determine the similarity of 
another task B. For each question a certain attribute of the task is pointed out and the
workers have to judge the usefulness of the attribute towards determining the 
similarity. The workers answer by selecting from a likert scale with five options 
between “not useful at all” and “very useful”.

Figure 4: Rating of similarity aspects (1)



Figure 5: Rating of similarity aspects (2)



5. Opinion on task recommendation
The last part of the questionnaire, shown in Figure 6, poses questions about the 
general acceptance of recommender systems for crowdsourcing platforms and asks for
opinions about using task similarity.

Figure 6: Opinion on task recommendation
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