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1. Overall Survey Design 
The survey shown on the following pages was conducted in order to gather data about the preferences of workers 

with respect to task recommendation in crowdsourcing platforms. Further details about the data and the analysis 

can be found in [1]. 

The survey consists of 6 pages shown in Figure 1. The first page is used to introduce the idea of task 

recommendation to the worker. The main section is framed by two pages asking for demographics and personal data 

of the worker. These test questions are (not obviously) designed redundant in order to identify spammers. The main 

part of the survey consists of three pages. The first to vote for given recommendation criteria, the second to rank 

recommendation criteria and the third one to give additional opinions about the most important recommendation 

criteria used. 

 

 

Figure 1: Design overview 

  



2. Introduction 
The first page shown in Figure 2 introduced the idea of task recommendation for crowdsourcing platforms and had 

to be kept open for at least 60 seconds before the worker was allowed to move on. 

 

Figure 2: Introduction 

  



3. Worker’s characteristics (1) 
The second page shown in Figure 3 asked the worker for some personal data about demographics and their activity 

within the crowdsourcing platform. Some answers of the questions shown in the figure can be evaluated by 

comparing the data with data from the platform provider. Others can be calculated from additional questions given 

on the last page of the survey. These answers were used as test questions in order to identify spammers. 

 

Figure 3: Worker's characteristics (1) 

  



4. Voting for Recommendation Criteria 
On page four, partly shown in Figure 4, the worker had to choose from nine different recommendation criteria. The 

workers were allowed to choose exactly four criteria from the list. 

The order of the given criteria was randomized and therefore different for each of the surveys. 

 
Figure 4: Voting for recommendation criteria 

  



5. Ranking Recommendation Criteria 
Figure 5 partly shows page five of the survey. Here the worker was presented with the same recommendation 

criteria as for voting on page four, but in a randomly different order. Now the worker was supposed to rank the four 

most important recommendation criteria. Each rank could only be given once. 

The redundancy between pages four and five was deliberate chosen in order to identify spammers. The assumption 

was, that workers should actually choose the same four recommendation criteria for ranking as they voted for on 

page four. However, analyzing the other fields for spam detection revealed that many well-answered submissions 

showed less than 3 matches between voting and ranking. Therefore, all submissions with at least two matches were 

considered valuable. But only those ranks were taken into account for data analysis, where it matched a vote within 

the same submission.  

 

Figure 5: Ranking Recommendation Criteria 

  



6. Open Question 
After having been introduced to task recommendation and the criteria we proposed for the recommendation, the 

free text question on page six shown in Figure 6 allowed the worker to state their current behavior. Many workers 

used this either to emphasize their opinion on previously chosen criteria on page four and five or introduced other 

criteria that were not given for choice or ranking before. 

 

Figure 6: Open Question 

  



7. Worker’s characteristics (2) 
The last page shown in Figure 7  asked for additional and redundant information as described for page two already.

 

Figure 7: Worker's characteristics (2) 
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